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Preface

The “Modern Engineering: Science and Education” (MESE) conference was
initially organized by the Mechanical Engineering Department of Saint Petersburg
State Polytechnic University in June 2011 in St. Petersburg (Russia). It was envi-
sioned as a forum to bring together scientists, university professors, graduate stu-
dents, and mechanical engineers, presenting new science, technology, and
engineering ideas and achievements.

The idea of holding such a forum proved to be highly relevant. Moreover, both
location and timing of the conference were quite appealing. Late June is a won-
derful and romantic season in St. Petersburg—one of the most beautiful cities,
located on the Neva river banks, and surrounded by charming greenbelts. The
conference attracted many participants, working in various fields of engineering:
design, mechanics, materials, etc. The success of the conference inspired the
organizers to turn the conference into an annual event.

The third conference, MESE 2014, attracted 140 presentations and covered
topics ranging from mechanics of machines, materials engineering, structural
strength, and tribological behavior to transport technologies, machinery quality, and
innovations, in addition to dynamics of machines, walking mechanisms, and
computational methods. All presenters contributed greatly to the success of the
conference. However, for the purposes of this book only 19 papers, authored by
research groups representing various universities and institutes, were selected for
inclusion.

I am particularly grateful to the authors for their contributions and all the par-
ticipating experts for their valuable advice. Furthermore, I thank the staff and
management at the university for their cooperation and support, and especially, all
members of the program committee and the organizing committee for their work in
preparing and organizing the conference.

Last but not least, I thank Springer for its professional assistance and particularly
Mr. Pierpaolo Riva who supported this publication.
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Frameworks not Restorable
from Self Stresses

Mikhail D. Kovalev

Abstract Some simple hinge trusses in the plain are considered. Generally
speaking, they are statically determinate. However, under certain choice of free (not
fastened) hinges they allow internal stress. The question of uniqueness of the
positions of free hinges, provided the certain self stress and the positions of fastened
hinges are known, is investigated.

Keywords Embeddings of pinned graphs � Assur’s groups � Self stress � Global
rigidity

Introduction

We will focus on the static-geometric properties of ideal flat lever designs. The
simplest such designs are flat trusses D2, D3 (Fig. 1), and Assur’s groupsM3,M4 [1,
2]. On these schemes the hinges, fixed (pinned) in the plane, are marked by crosses;
the free (not fixed) hinges are marked by circles. It is clear how to build inductively
trusses Dk and Mk for an arbitrary number k of free joints. The hinges allow all
relative rotations in the plane of adjacent levers. There may be combined hinges
connecting more than two levers. Considering these designs, we will assume that
the positions in the plane of the pinned hinges are not changing. A typical design
with the scheme Dk or Mk is a flat truss, that is it does not allow continuous
movement of the free joints without changing the lengths of the levers. In addition,
it has no internal stresses, i.e. is statically determinate. However, our interest will be
focused on special structures allowing internal stresses.

Let pi be the radius-vector in the plane of the i-th hinge. The equilibrium
condition for the forces, applied to a free hinge pi from the adjacent hinges, looks
like

M.D. Kovalev (&)
Moscow State University, Moscow, Russia
e-mail: kovalev.math@mtu-net.ru

© Springer International Publishing Switzerland 2016
A. Evgrafov (ed.), Advances in Mechanical Engineering,
Lecture Notes in Mechanical Engineering, DOI 10.1007/978-3-319-29579-4_1
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X
j

xij pi � pj
� � ¼ 0;

where the summation is performed on all the hinges adjacent to the i-th hinge, and
the scalar xij ¼ xji is called the stress of the lever pi pj. Value xij indicate a
measure of tension or compression of the lever: if xij\0, the lever is extended, if
xij [ 0, then it is compressed.

In engineering literature the term “stress of the lever” has a different meaning.
Namely, stress is a force eij per unit cross-sectional area of the lever. If sij is the
cross-sectional area of the lever, then the connection of our stress with engineering
stress is as follows: xij ¼ eij sij

jpi�pjj.

A framework p ¼ p1; p2; . . .; pmð Þ with m free hinges [3] is a definite truss or a
specified position of the hinge mechanism. If a framework p ¼ p1; p2; . . .; pmð Þ in
R2 is specified, the self (or internal) stresses x ¼ xij

� �
of p are defined as

non-trivial solutions of the homogeneous system of linear equations:

X
j

xijðpi � pjÞ ¼ 0; 1� i�m: ð1Þ

If this system has only a trivial solution, then we say that the framework doesn’t
admit self stresses. Otherwise, the set x ¼ xij

� �
of self stresses of p together with

the trivial solution of system (1) is a linear space of self stresses of p.
We are interested in the following question: is it possible to restore positions of

the free hinges, knowing positions of the pinned hinges and a self stress
x ¼ xij

� �
? If so, then we say that the framework p is restorable from its self stress

x; otherwise we say that p is not restorable from x. Let a self stress of a framework
p be zero on all levers adjacent to a free hinge pi, then the framework p is not
restorable from this self stress. Really, the equilibrium condition of forces does not
depend on the position of pi.

Note also that if the length of a lever is equal to 0 (adjacent hinges coincide), the
framework formally allows stress x0, non-zero on this lever and equal to zero on all
other levers. Such frameworks we call cancellable. Frameworks without coinciding
adjacent hinges we call irreducible. A cancellable framework with more than one
free hinges is not restorable from its stress x0. Indeed, if its free hinge coincides with
the adjacent pinned one, then we have another free hinge with all adjacent levers not
stressed. If two adjacent free hinges coincide, then their position can be chosen
arbitrarily, and the resulting framework will admit the stress x0.

Since unstressed levers have no effect while restoring a framework from its self
stress, it makes sense to consider internal stresses nonzero on each lever.
Frameworks allowing such stress we call completely stressed.

2 M.D. Kovalev
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Example 1 Consider a framework with structural scheme D2 (Fig. 1). Let the
positions of the pinned hinges be q0 ¼ ð0; 0Þ; q1 ¼ ð1; 0Þ; q2 ¼ ð0; 1Þ, stresses of
adjacent levers be respectively x0;x1;x2. In this case the system of Eq. (1) has the
form:

x12 p1 � p2ð Þþx0 p1 � q0ð Þþx1 p1 � q1ð Þ ¼ 0
x12 p2 � p1ð Þþx2 p2 � q2ð Þ ¼ 0:

�

If in this system we consider the stresses as known and the radius vectors of free
hinges as unknowns, we get the system of equations for the latter:

ðx12 þx0 þx1Þp1 � x12p2 ¼ x0q0 þx1q1
�x12p1 þ x12 þx2ð Þp2 ¼ x2q2:

�
ð2Þ

The symmetric matrix

x12 þx0 þx1 �x12

�x12 x12 þx2

� �

of the last system is called the matrix of stresses XðxÞ.

Fig. 1 Hinge schemes D2;D3;M3;M4

Frameworks not Restorable from Self Stresses 3
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Assuming pi ¼ xi; yið Þ one obtains from the vector system of Eq. (2) two
coordinate systems:

ðx12 þx0 þx1Þx1 � x12x2 ¼ x1

�x12x1 þ x12 þx2ð Þx2 ¼ 0;

�

and

ðx12 þx0 þx1Þy1 � x12y2 ¼ 0
�x12y1 þ x12 þx2ð Þy2 ¼ x2:

�

with the same matrix but different right-hand sides.
As follows from Kronecker-Capelli’s theorem the necessary and sufficient

condition for the solvability of these systems, and, hence, system (2) is the equality
of ranks of the matrix XðxÞ and double-extended matrix

X� xð Þ ¼ x12 þx0 þx1 �x12 x1 0
�x12 x12 þx2 0 x2

� �

obtained by adding to XðxÞ of two columns, consisting of free members of coor-
dinate systems.

If our framework is completely stressed, the last two columns of matrix X�ðxÞ
are independent. Therefore det XðxÞ 6¼ 0, and system (2) provided its consistency
has a unique solution. This means restorability of a completely stressed framework
with scheme D2 from its stress x0;x1;x2;x12.

Summarizing the reasoning for this example we obtain the following.

Claim 1 A necessary and sufficient condition for a framework in a plane to be not
restorable from its self stress x is the incompleteness of the rank of the matrix XðxÞ
and the equality of this rank to the rank of twice extended matrix X�ðxÞ.

We can prove that for any scheme there exists at least one framework allowing
internal stress, and restorable from this stress [4, 5].

Note that if a framework admits self stress, and its fixed hinges all lie on straight
line L and free hinges do not all lie on L, it is not restorable from its self stress. This
follows from the existence of non-trivial affine transformations of the plane that
preserves the points of L stationary, and the following statement. Let framework A
(p) be obtained by affine transformation from a framework p.

Claim 2 Frameworks p and A(p) have the same space of internal stresses.
The validity of the assertion follows from the fact that both spaces are spaces of

solutions of equivalent homogeneous linear systems of the form (1).
From the proposition it also follows that frameworks A(p) and p in this case are

both restorable or not restorable from their internal stress x. Because the
non-restorability of p and A(p) from self stress x is equivalent to the same equality
det XðxÞ ¼ 0:

4 M.D. Kovalev
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From claim 2 follows:

Claim 3 If a framework is restorable from its internal stress, and its fixed hinges
lie on the same straight line, then all its hinges lie on this line.

Non Restorable Frameworks for Schemes Dm

For structural schemes D1 and D2 (in the case of non-collinear pinned hinges) it is
easy to prove that all irreducible completely stressed frameworks are restorable
from their self stress. For the scheme D3 as opposed to D2 a completely stressed
non-restorable framework exists in the case of non-collinear pinned hinges.

Example 2 Consider frameworks with the scheme D3, and pinned hinges
q0 ¼ ð0; 0Þ; q1 ¼ ð1; 0Þ; q2 ¼ ð0; 1Þ; q3 ¼ ð1;�2Þ. The levers of this scheme are
p1q0; p1q1; p2q2; p3q3; p1p2; p2p3. It turns out that a framework with free hinges
p01 ¼ ð1;�1Þ; p02 ¼ ð�1; 2Þ; p03 ¼ ð0; 0Þ is not restorable from its self stress
ð2; 1; 1; 1;�1; 1Þ (the coordinates of the vector correspond to the order listed in
above levers). Here, the twice extended matrix looks like this:

2 1 0
1 1 �1
0 �1 2

1 0
0 1
1 �2

2
4

3
5;

and its rank is equal to two as well as for the stress matrix. Each of the frameworks
p1 ¼ p01 � X; p2 ¼ p02 þ 2X; p3 ¼ p03 þX, where X is a arbitrary plane vector, also
allows internal stress ð2; 1; 1; 1;�1; 1Þ.

Note also that framework p01 ¼ ð1; 0Þ; p02 ¼ ð�1; 0Þ; p03 ¼ ð0;�1Þ from this
linear manifold is cancellable and has a two-dimensional space of internal stresses
ð2u; v; u; u;�u; uÞ; u; v 2 R. This framework is restorable from all of it’s stress with
u 6¼ 0 and u 6¼ v, for example, from stress ð2; 2; 1; 1;�1; 1Þ.

Thus, the cancellable framework with two-dimensional space of self stresses,
restorable from some of its stresses and not restorable by other self stresses is
pointed out. It is also clear that if there is such a property, then the set of
non-restoring stress is a closed subset of incomplete dimension of the set of all self
stresses of the framework. Note also that for the scheme D3 with fixed hinges
q0 ¼ ð0; 0Þ; q1 ¼ ð1; 0Þ; q2 ¼ ð0; 1Þ; q3 ¼ ðA;BÞ for a dense open set of param-
eters, A, B there exist irreducible completely stressed frameworks not restorable
from their one-dimensional space of internal stresses.

For this scheme there are possible pinnings, for which all irreducible completely
stressed frameworks are restorable from their stress.

Theorem 1 For scheme D3 all irreducible frameworks, admitting a self stress non-
zero on all levers, are restorable from the stress at the following pinnings:

Frameworks not Restorable from Self Stresses 5
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1. q2 ¼ q3 and q0 ¼ q1:
2. Exactly three pinned hinges coincide.
3. q0; q1; q2 are collinear, but q0; q1; q2; q3 are not collinear.
4. q0; q1; q2 are not collinear, and q0; q2; q3 are collinear (Fig. 2).

Consider a scheme Tm obtained by a sequence of additions of groups, consisting
of a hinge and two adjacent levers to the adjacent hinges, beginning with the
simplest scheme, consisting of one free hinge p1 and two adjacent pinned hinges
q0; q1. For example, a group of the levers p2p1; p2q1, and then a group p3p2; p3p1,
and so on. For the scheme Tm a completely stressed framework is obtained only
when all its hinges are on the line q0q1. And such an irreducible framework is
restorable from each of its internal non-zero on all levers stress, as follows from
theorems of paper [4]. In this case the set of completely stressed frameworks has
dimension equal to m, a half of the dimension of the set of all frameworks.

Theorem 2 For a scheme Dm;m� 3 for an arbitrary choice of positions of pinned
hinges, excluding one of hinges qk; k ¼ 2; 3, there exists an irreducible completely
stressed framework not restorable from its internal stress.

Non Restorable Frameworks for Schemes Mm

In [4] it was found that if pinned hinges of scheme M3 (Fig. 1) do not lie on the
same straight line, then all completely stressed irreducible frameworks with this
scheme are restorable. However, for the scheme M4 there are completely stressed
irreducible frameworks not restorable from self stress, even with pinned hinges not
collinear.

Theorem 3 For the scheme M4 for any pinning, excluding the case when the
hinges do not lie on a straight line and two of them coincide, there is a framework
not restorable from its self stress non-zero on all the levers.

Theorem 3 implies that for scheme M4 all irreducible frameworks admitting self
stress non-zero on all the levers are restorable from this self stress only when the
pinned hinges do not lie on a straight line and two of them coincide.

Fig. 2 Scheme T3

6 M.D. Kovalev
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In the case of a larger number of hinges the schemes Mm are also Assur’s groups
[6, 7]. The situation for them is similar to that for the schemes Dm.

Theorem 4 For any hinged scheme Mm;m� 4 for an arbitrary choice of positions
of pinned hinges, excluding two of them, there exists an irreducible completely
stressed framework not restorable from its internal stress.

If a flat framework p0 is not restorable from its internal stress x, then a linear
manifold LðxÞ of frameworks adopting this stress exists. The dimension of LðxÞ is
equal to 2k, where k is corank of matrix XðxÞ. As shown in the following example,
there may be a manifold LðxÞ for x nonzero on all levers, with any framework
having constant position of a free hinge.

Example 3 Consider framework p0 with scheme M4 with pinned hinges q1 ¼
ð0; 0Þ; q2 ¼ ð1; 0Þ; q3 ¼ 1=2;

1=2
	 


; q4 ¼ ð0; 1Þ and free hinges p01 ¼ 1=4;
1=2

	 

;

p02 ¼ p04 ¼ ð0; 0Þ; p03 ¼ 1=2;
1=2

	 

. The framework p0 is not restorable from its self

stress x1 ¼ 1; x2 ¼ 1=4; x3 ¼ 2; x4 ¼ 1=2; x12 ¼ 1; x23 ¼ �1; x34 ¼ 1; x14 ¼
�2. (Here we have designated xi the stress of a lever piqi.) The positions of the free
hinges of frameworks admitting this internal stress are as follows:
p1 ¼ p01; p2 ¼ 2X; p3 ¼ p03 � 1=2X; p4 ¼ X, where X—is an arbitrary vector in a
plane.

The following theorem is valid.

Theorem 5 For the scheme M4 for the following choice of pinned hinges: q1; q2; q4
are not collinear, and q3 lies on the line q2; q4 in the variety LðxÞ of frameworks the
free hinge p1 has an unchangeable position.
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Structural Modifications Synthesis
of Bennett Mechanism

Munir G. Yarullin and Marat R. Mingazov

Abstract The article presents 16 models of Bennett mechanism modifications
depending on location of twisted angles in different quadrants. Two types of
mechanism are identified—“parallelogram” and “isogram” of Bennett’s mecha-
nism. Based on the results of system analysis research, it was established that if
Bennett mechanism twisted angles are located in adjacent quadrants, then such a
mechanism would be a parallelogram Bennett. If Bennett mechanism twisted angles
are located in one quadrant or in the opposite of quadrants, that such a mechanism
would be an “isogram” of Bennett.

Keywords Spatial mechanisms � Structure � Mobility of mechanism � Joint �
Revolute pair � Skew axes � Crank � Rod

Introduction

Bennett mechanism is a spatial four-bar mechanism, firstly described by English
mathematician Bennett in 1903 [1]. Many authors have conducted researches of
Bennett mechanism [2–9]. Relationship between rotations of input link to output
link is described in papers [5, 10]. Although the spatial four-bar mechanism is one
of the simplest mechanisms capable of transmitting to rotation movement from one
plane to another, but in practice it is not yet widely used.
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The Bennett mechanism is the only movable spatial 4R mechanism with
non-parallel and non-intersecting joint axes (Fig. 1). According to Grübler-
Kutzbach’s mobility criterion, mechanism has negative mobility:

W ¼ 6 � ðm� 1Þ � 5 � p ¼ 6 � ð4� 1Þ � 5 � 4 ¼ �2; ð1Þ

where m is the number of links, p is the number of revolute pairs.
However, in practice, the mechanism has a single mobility, but to achieve this

result, it is necessary to provide accurately agreed size:

1. opposite links must be twisted the same amount ða1 ¼ a3; a2 ¼ a4Þ;
2. opposite links must have equal lengths ðl1 ¼ l3; l2 ¼ l4Þ;
3. the link-twists and link-lengths must be related as:

l1
sin a1

¼ � l2
sin a2

ð2Þ

Bennett Mechanism Modifications

The sign ± in Eq. (2) indicates that there are 4 different types of this equation:

þ l1
sin a1

¼ þ l2
sin a2

; ð3Þ

þ l1
sin a1

¼ � l2
sin a2

; ð4Þ

� l1
sin a1

¼ þ l2
sin a2

; ð5Þ

Fig. 1 Structure scheme of
spatial four-bar mechanism

10 M.G. Yarullin and M.R. Mingazov
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� l1
sin a1

¼ � l2
sin a2

: ð6Þ

The parameters l1; l2 are length of links, both l1 � 0 and l2 � 0 because the length
of the links cannot be negative. The parameters a1; a2 are twisted angles and
ð�1� sin a1 � 1 and � 1� sin a2 � 1Þ.

According to the trigonometric formulas, we have:

sinðp� aÞ ¼ sinðaÞ; ð7Þ

sinðpþ aÞ ¼ � sinðaÞ; ð8Þ

sinð2pþ aÞ ¼ sinðaÞ; ð9Þ

sinð2p� aÞ ¼ � sinðaÞ: ð10Þ

So, Eqs. (7)–(10) indicate that the mechanism may have different modifications
depending on location of parameters a1; a2 in different quadrants. In our previous
paper [8] we provide a brief analysis of spatial 4R mechanism modifications. This
paper is a continuation of it and devoted to definition of 16 mechanism modifica-
tions depending on location of twisted angles in different quadrants. For each
modification we define the type of mechanism (parallelogram or isogram) and the
relationship between rotations of input crank to output crank.

Thus, according to Eqs. (11)–(14) we can represent Eq. (2) as follow:

l1
l2
¼ sin a1

sin a2
; ð11Þ

l1
l2
¼ sin a1

sinðp� a2Þ ¼
sin a1
sin a02

; ð12Þ

l1
l2
¼ sin a1

sinðpþ a2Þ ¼
sin a1
sin a002

; ð13Þ

l1
l2
¼ sin a1

sinð2p� a2Þ ¼
sin a1
sin a0002

; ð14Þ

l1
l2
¼ sinðp� a1Þ

sin a2
¼ sin a02

sin a2
; ð15Þ

l1
l2
¼ sinðp� a1Þ

sinðp� a2Þ ¼
sin a01
sin a02

; ð16Þ

l1
l2
¼ sinðp� a1Þ

sinðpþ a2Þ ¼
sin a01
sin a002

; ð17Þ

Structural Modifications Synthesis of Bennett Mechanism 11
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l1
l2
¼ sinðp� a1Þ

sinð2p� a2Þ ¼
sin a01
sin a0002

; ð18Þ

l1
l2
¼ sinðpþ a1Þ

sin a2
¼ sin a001

sin a2
; ð19Þ

l1
l2
¼ sinðpþ a1Þ

sinðp� a2Þ ¼
sin a001
sin a02

; ð20Þ

l1
l2
¼ sinðpþ a1Þ

sinðpþ a2Þ ¼
sin a001
sin a002

; ð21Þ

l1
l2
¼ sinðpþ a1Þ

sinð2p� a2Þ ¼
sin a001
sin a0002

; ð22Þ

l1
l2
¼ sinð2p� a1Þ

sin a2
¼ sin a0001

sin a2
; ð23Þ

l1
l2
¼ sinð2p� a1Þ

sinðp� a2Þ ¼ sin a0001
sin a02

; ð24Þ

l1
l2
¼ sinð2p� a1Þ

sinðpþ a2Þ ¼ sin a0001
sin a002

; ð25Þ

l1
l2
¼ sinð2p� a1Þ

sinð2p� a2Þ ¼
sin a0001
sin a0002

: ð26Þ

The equations presented above are variations of Eq. (2) depending on the
location of twisted angles a1; a2 in one of the four quadrants (the order of the
quadrants is shown in Fig. 2a). Let’s assume that 0� � a1 � 90� and 0� � a2 � 90�.
So, the Eq. (7) corresponds to the location of twisted angles shown in Fig. 2b (both
angles a1 and a2 are located in the first quadrant). The Eq. (8) corresponds to the
location of twisted angles shown in Fig. 2c (angle a1 located on the first quadrant
and angle a2 on the second quadrant).

All possible variants of location of twisted angles according to Eqs. (7)–(22) are
shown in Fig. 3. This picture presents 16 items. Each item displays locations of
twisted angles in four quadrants.

Fig. 2 Location of the twisted angles

12 M.G. Yarullin and M.R. Mingazov
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Let the spatial 4R linkage be constructed with structure parameters l1; a1; l2; a2,
where 0� � a1 � 90�; 0� � a2 � 90�; l1 [ l2 (Fig. 4).

So, from trigonometric transformations we can get 16 modifications of 4R
linkage depending on location of the twisted angles in different quadrants (Table 1).

For the study of kinematics modifications of Bennett’s mechanisms as presented
above, they represent a kinematic scheme of the mechanism in a closed vector loop
ABCDA as follow:

ABþBCþCD ¼ AD:

It is projected on the axis x, y and z as follows:

AB � KAB
X þBC � KBC

X þCD � KCD
X ¼ AD � KAD

X
AB � KAB

Y þBC � KBC
Y � CD � KCD

Y ¼ AD � KAD
Y

AB � KAB
Z þBC � KBC

Z � CD � KCD
Z ¼ AD � KAD

Z

8
<

:
:

Fig. 3 Variants of location of
the twisted angles

Fig. 4 Spatial 4R mechanism
with l1 > l2
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Given that AB ¼ CD ¼ l1, BC ¼ AD ¼ l2 and corresponding direction cosines,
we get:

�l1 � sinuþ l2 � sin c � cos a1 � cosu� l2 � cos c � sinu ¼ l1 � sin c � cos a2
l1 � cosuþ l2 � sin c � cos a1 � sinuþ l2 � cos c � cosu ¼ l2 þ l1 � cos c
l2 � sin a1 ¼ l1 � sin a2

8
<

:
:

Table 1 Bennett mechanism modifications l1(const) > l2(const)

parameters CAD model Scheme parameters CAD model Scheme

1
α1=60°
α2=30°

9
α1=240°
α2=30°

2
α1=60°
α2=150°

10
α1=240°
α2=150°

3
α1=60°
α2=210°

11
α1=240°
α2=210°

4
α1=60°
α2=330°

12
α1=240°
α2=330°

5
α1=120°
α2=30°

13
α1=300°
α2=30°

6
α1=120°
α2=150°

14
α1=300°
α2=150°

7
α1=120°
α2=210°

15
α1=300°
α2=210°

8
α1=120°
α2=330°

16
α1=300°
α2=330°

14 M.G. Yarullin and M.R. Mingazov
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We have solved the system of equations for cos c and sin c and found:

cos c ¼ K1 � cosu� K2

K1 � cosu � K2
; ð27Þ

sin c ¼ sinu � K3

K1 � cosu � K2
; ð28Þ

where:

K1 ¼ l22 � cos a1 þ l21 � cos a2;

K2 ¼ l1 � l2 � ðcos a1 þ cos a2Þ;

K3 ¼ l22 � l21:

Based on the results of the CAD models analysis, it was established that if
Bennett mechanism twisted angles are located in adjacent quadrants, that such a
mechanism would be a parallelogram Bennett (Fig. 5a). If the twisted angles are
located in same quadrants or in the opposite quadrants, that such a mechanism
would be an “isogram” of Bennett (Fig. 5b).

Based on results of Eqs. (23), (24) calculations establish that, if the mechanism has
a “parallelogram” structure, then input and output cranks rotate in the same direction
(Fig. 6a). Otherwise, if a mechanism has an “isogram” structure, then input and output
cranks rotate in opposite directions with respect to the clockwise (Fig. 6b).

Fig. 5 Structure. a Parallelogram, b isogram

Fig. 6 Input and output link rotation. a Same direction, b opposite direction

Structural Modifications Synthesis of Bennett Mechanism 15
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Conclusion

This work identified the 16 modifications of spatial 4R mechanisms depending on
location of twisted angles in different quadrants. For each modification the type of
mechanism (parallelogram or isogram) and the relationship between rotation of
input crank to output crank was defined. It was established, that:

1. If Bennett mechanism twisted angles are located in adjacent quadrants, then
such a mechanism would be a parallelogram Bennett.

2. If Bennett mechanism twisted angles are located in one quadrant or in the
opposite of quadrants, then such a mechanism would be an “isogram” of
Bennett.
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Kinematic Research of Bricard Linkage
Modifications

Munir G. Yarullin and Ilnar A. Galiullin

Abstract This article considers the problem of Bricard linkage and its modifica-
tions kinematic research. This linkage is interesting for its paradoxical mobility,
which does not match with the value obtained by using common methods. This
feature makes it possible to find practical usages of Bricard linkage in different
areas. The paper shows application of the matrix transformations method to
determine the kinematic parameters of Bricard linkage and its modifications. The
article describes principles of choosing the coordinate systems associated with the
joints to determine linkage’s kinematic parameters. Using matrix transformation
method allowed us to obtain the system of equations describing the relationship
between the rotation angles of the mechanism links. As a result, this research gives
formulas of angular velocity and acceleration for linkage’s joints.

Keywords Bricard linkage � Kinematics � Overconstrained linkages �
Transformation matrix � Bricard linkage modifications � Angular velocity �
Angular acceleration

Introduction

The “classical Bricard linkage”, proposed in 1927 [1], is presented in Fig. 1. This
mechanism contains six identical links (AB, BC, CD, DE, EF, FA), connected by
revolute joints (A, B, C, D, E, F). The AB link of this mechanism is accepted as its
frame and the BC link as its driving link. Theoretical calculation of degree of
freedom for spatial mechanisms is described in different researches [2–6]. However,
the Bricard linkage has one degree of freedom, which does not match with the zero
value, obtained by using common methods [7]. This paradoxal mobility makes it
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possible to find practical usages of Bricard linkage in different areas [8–11]. Thus,
the development of a new method of Bricard linkage kinematic analysis is the
actual task.

To analyze kinematic parameters of this mechanism’s links, as well as its
characteristic points, it is necessary to define coordinate systems for each joint of
the mechanism. To explain the principle of the coordinate systems, we look at
Fig. 2 and consider the link AB.

The AB link of Bricard linkage contains two joints (joint A and joint B in
Fig. 2). The first coordinate system is placed at the center of joint A. The axis ZA is
collinear with the joint’s rotation axis. The positive direction of axis Z of the first
link must be selected arbitrarily. The YA axis is placed along the link in the
direction towards joint B. Axis XA is placed so that vectors XA, YA and ZA form a
right-handed coordinate system.

Similarly, the second coordinate system is placed at the center of joint B. The
axis ZB is collinear with the joint B rotation axis. The positive direction of axis ZB

must be selected so that it rotates clockwise when moving from joint A to joint B.
The YB axis is placed along the link in the direction opposite to the A joint. Finally,

Fig. 1 The Bricard linkage and coordinate systems

Fig. 2 Angle between X axes of joint A coordinate systems

18 M.G. Yarullin and I.A. Galiullin
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the axis XB is placed so that vectors XB, YB and ZB form a right-handed coordinate
system.

Next, consider connection of links AB and BC. Joint B contains two coordinate
systems:

XAB
B ; YAB

B ; ZAB
B —coordinate system of joint B, as part of AB link,

XBC
B ; YBC

B ; ZBC
B —coordinate system of joint B, as part of BC link.

Axes ZBC
B and ZAB

B of joint B are collinear. The YAB
B axis is placed along the link

with its direction towards the A joint. The YBC
B axis is placed along the link by the

opposite direction to the C joint. Axes XAB
B and XBC

B are placed so that other vectors
form a right-handed coordinate system.

Therefore, each joint of Bricard linkage contains two coordinate systems. The
Bricard linkages have 12 coordinate systems, as shown in Fig. 2.

The angle between X axes of joint A coordinate systems is marked as αA (see
Fig. 2).

Similarly:
αB—angle between X axes of joint B coordinate systems, αC—angle between X

axes of joint C coordinate systems, αD—angle between X axes of joint D coordinate
systems, αE—angle between X axes of joint E coordinate systems, αF—angle
between X axes of joint F coordinate systems.

The BC link of this mechanism is accepted as the driving link. Therefore, αB is
the driving link rotation angle. The αB value is the input parameter of this system. In
this research, we determine dependency between angles αC, αD, αE, αF, αA and
driving link rotation angle αB.

Transformation Matrix

Computer graphics algorithms use matrices to determine spatial positions of
objects. The transformation matrix allows us to define an object’s position change.

The position of an object is defined relative to some single world coordinate
system (CSW), which can be arbitrarily selected by the developer. Each object has a
local coordinate system (CSL), hard-connected with another object. So, the spatial
position of any object can be defined by the position of CSL relative to the position
of CSW.

The position of one coordinate system relative to another can be described by the
following parameters: position of zero point of the local coordinate system relative
to the world coordinate system (offset); direction of vector X of the local coordinate
system; direction of vector Y of the local coordinate system and direction of vector
Z of the local coordinate system.

Kinematic Research of Bricard Linkage Modifications 19
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Figure 3 shows CSW (XYZ) with center at point O and some object with hard-
connected CSL (X′Y′Z′) with center at point O′. The position of this object can be
completely defined by the position of CSL (X′Y′Z′) relative to CSW (XYZ).

The position of CSL (X′Y′Z′) relative to CSW (XYZ) can be completely defined
by the defining position of zero point O′ relative to CSW (offset) and projections of
vectors X′Y′Z′ to the CSW.

Thus, position of some object in the world coordinate system can be completely
defined by a transformation matrix from the CSW (XYZ) to the CSL (X′Y′Z):

MOO0 ¼

VO0X 0
OX VO0X 0

OY VO0X 0
OZ 0

VO0Y 0
OX VO0Y 0

OY VO0Y 0
OZ

0

VO0Z 0
OX VO0Z 0

OY VO0Z 0
OZ

0

O0
X O0

Y O0
Z

1

0
BBB@

1
CCCA:

Consider a more general case, presented in Fig. 2: two objects CSL (X′Y′Z′) and
CSL (X′′Y′′Z′′) are placed in the same space. Positions of these objects relative to
the world coordinate system CSW (XYZ) can be defined by:

MOO′—transformation matrix from CSW to CSL of first object.
MOO′′—transformation matrix from CSW to CSL of second object.
MO′O′′—transformation matrix from CSL of first object to CSL of second object.

These matrices are linked by the following relationship [12]:

MOO00 ¼ MO0O00 �MOO0 ð1Þ

Thus, the mathematical algorithms used in computer graphics, allows us to
determine the position of the target object in the world coordinate system, using the
chain of matrix transformations to intermediate objects. Moreover, the chain of
objects can be constructed in an arbitrary manner for the simplest calculations.

Fig. 3 Coordinate systems of
some object
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Application of the Transformation Matrix
to the Bricard Linkage

The coordinate system of joint A as part of link AB (XAB
B ; YAB

B ; ZAB
B ) is marked as

MAB
A . Similarly, the coordinate system of joint A as part of link AF is marked

as MFA
A .

The projection of axis XFA
A to the axis XAB

A can be marked as XFA
A ! XAB

A

� �
. In

this case:

XFA
A ! XAB

A

� �
—projection of axis XFA

A to the axis XAB
A ;

XFA
A ! YAB

A

� �
—projection of axis XFA

A to the axis YAB
A ;

XFA
A ! ZAB

A

� �
—projection of axis XFA

A to the axis ZAB
A .

Similarly:

YFA
A ! XAB

A

� �
—projection of axis YFA

A to the axis XAB
A ;

YFA
A ! YAB

A

� �
—projection of axis YFA

A to the axis YAB
A ;

YFA
A ! ZAB

A

� �
—projection of axis YFA

A to the axis ZAB
A ;

ZFA
A ! XAB

A

� �
—projection of axis ZFA

A to the axis XAB
A ;

ZFA
A ! YAB

A

� �
—projection of axis ZFA

A to the axis YAB
A ;

ZFA
A ! ZAB

A

� �
—projection of axis ZFA

A to the axis ZAB
A .

Now it is possible to use these projections to obtain the transformation matrix
from one coordinate system to another one:

MAB
A ! MFA

A

� � ¼ XFA
A ! XAB

A XFA
A ! YAB

A XFA
A ! ZAB

A
YFA
A ! XAB

A YFA
A ! YAB

A YFA
A ! ZAB

A
ZFA
A ! XAB

A ZFA
A ! YAB

A ZFA
A ! ZAB

A

0
@

1
A: ð2Þ

Similarly, the transformation matrix from MFA
A to MFA

E can be defined as:

MFA
A ! MFA

E

� � ¼ XFA
E ! XFA

A XFA
E ! YFA

A XFA
E ! ZFA

A
YFA
E ! XFA

A YFA
E ! YFA

A YFA
E ! ZFA

A
ZFA
E ! XFA

A ZFA
E ! YFA

A ZFA
E ! ZFA

A

0
@

1
A: ð3Þ

The transformation matrix from the coordinate system MFA
E to the coordinate

system MAB
A can be obtained by sequential transformation from MFA

E to MFA
A , and

from MFA
A to MAB

A . In this case:

MAB
A ! MFA

E

� � ¼ MFA
A ! MFA

E

� � � MAB
A ! MFA

A

� �
: ð4Þ
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Using (2) and (3) in (4) we finally obtain:

MAB
A ! MFA

E

� � ¼
XFA
A ! XAB

A XFA
A ! YAB

A XFA
A ! ZAB

A

YFA
A ! XAB

A YFA
A ! YAB

A YFA
A ! ZAB

A

ZFA
A ! XAB

A ZFA
A ! YAB

A ZFA
A ! ZAB

A

0
B@

1
CA

�
XFA
E ! XFA

A XFA
E ! YFA

A XFA
E ! ZFA

A

YFA
E ! XFA

A YFA
E ! YFA

A YFA
E ! ZFA

A

ZFA
E ! XFA

A ZFA
E ! YFA

A ZFA
E ! ZFA

A

0
B@

1
CA

ð5Þ

The System of Equations for Bricard Linkage Joints

The matrix transformation principles showed above can be applied to each joint of
Bricard linkage. The coordinate system of joint B as part of link AB is accepted as
the fixed basic coordinate system. The coordinate system of joint D as part of link
DE is accepted as the target coordinate system:

MAB
B —the fixed basic coordinate system,

MDE
D —the target coordinate system.

The target coordinate system can be transformed to the basic coordinate system
by using two different contours shown in Fig. 4.

The transformation matrix from MDE
D to MAB

B by the chain of joints D, C, B:

MDE
D ! MAB

B

� � ¼ MCD
D ! MDE

D

� � � MCD
C ! MCD

D

� � � MBC
C ! MCD

C

� �
� MBC

B ! MBC
C

� � � MAB
B ! MBC

B

� � ð6Þ

The transformation matrix from MDE
D to MAB

B by the chain of joints D, E, F, A, B:

MDE
D ! MAB

B

� � ¼ MDE
E ! MDE

D

� � � MEF
E ! MDE

E

� � � MEF
F ! MEF

E

� �
� MFA

F ! MEF
F

� � � MFA
A ! MFA

F

� � � MAB
A ! MFA

A

� � � MAB
B ! MAB

A

� �
ð7Þ

Fig. 4 Coordinate system
transformation contours
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The transformation matrices for each joint of Bricard linkage are shown in
Table 1. Considering (6) and (7):

Table 1 The transformation matrices of the Bricard linkage joints

Name Coordinate systems Transformation matrix

MCD
D ! MDE

D

� �
cosð�aDÞ sinð�aDÞ 0
� sinðaDÞ cosð�aDÞ 0

0 0 1

0
@

1
A

MCD
C ! MCD

D

� �
0 0 �1
0 1 0
1 0 0

0
@

1
A

MBC
C ! MCD

C

� �
cosðaCÞ sinðaCÞ 0
� sinðaCÞ cosðaCÞ 0

0 0 1

0
@

1
A

MBC
B ! MBC

C

� �
0 0 �1
0 1 0
1 0 0

0
@

1
A

MAB
B ! MBC

B

� �
cosðaBÞ sinðaBÞ 0
� sinðaBÞ cosðaBÞ 0

0 0 1

0
@

1
A

MDE
E ! MDE

D

� �
0 0 1
0 1 0
�1 0 0

0
@

1
A

MEF
E ! MDE

E

� �
cosðaEÞ sinðaEÞ 0
� sinðaEÞ cosðaEÞ 0

0 0 1

0
@

1
A

(continued)
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MDE
D ! MAB

B

� � ¼
cosð�aDÞ sinð�aDÞ 0

� sinðaDÞ cosð�aDÞ 0

0 0 1

0
B@

1
CA �

0 0 �1

0 1 0

1 0 0

0
B@

1
CA

�
cosðaCÞ sinðaCÞ 0

� sinðaCÞ cosðaCÞ 0

0 0 1

0
B@

1
CA �

0 0 �1

0 1 0

1 0 0

0
B@

1
CA

�
cosðaBÞ sinðaBÞ 0

� sinðaBÞ cosðaBÞ 0

0 0 1

0
B@

1
CA ð8Þ

Table 1 (continued)

Name Coordinate systems Transformation matrix

MEF
F ! MEF

E

� �
0 0 1
0 1 0
�1 0 0

0
@

1
A

MFA
F ! MEF

F

� �
cosð�aFÞ sinð�aFÞ 0
� sinð�aFÞ cosð�aFÞ 0

0 0 1

0
@

1
A

MFA
A ! MFA

F

� �
0 0 �1
0 1 0
1 0 0

0
@

1
A

MAB
A ! MFA

A

� �
cosðaAÞ sinðaAÞ 0
� sinðaAÞ cosðaAÞ 0

0 0 1

0
@

1
A

MAB
B ! MAB

A

� �
0 0 1
0 1 0
�1 0 0

0
@

1
A
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MDE
D ! MAB

B

� � ¼ NDCB
XX NDCB

XY NDCB
XZ

NDCB
YX NDCB

YY NDCB
YZ

NDCB
ZX NDCB

ZY NDCB
ZZ

0
@

1
A ð9Þ

where:

NDCB
XX ¼ cosðaCÞ � sinðaBÞ � sinðaDÞ � cosðaBÞ � cosðaDÞ; ð10Þ

NDCB
XY ¼ � cosðaDÞ � sinðaBÞ � cosðaBÞ � cosðaCÞ � sinðaDÞ; ð11Þ

NDCB
XZ ¼ � sinðaDÞ � sinðaCÞ; ð12Þ

NDCB
YX ¼ � cosðaBÞ � sinðaDÞ � cosðaDÞ � cosðaCÞ � sinðaBÞ; ð13Þ

NDCB
YY ¼ cosðaBÞ � cosðaDÞ � cosðaCÞ � sinðaBÞ � sinðaDÞ; ð14Þ

NDCB
YZ ¼ cosðaDÞ � sinðaCÞ; ð15Þ

NDCB
ZX ¼ � sinðaBÞ � sinðaCÞ; ð16Þ

NDCB
ZY ¼ cosðaBÞ � sinðaCÞ; ð17Þ

NDCB
ZZ ¼ � cosðaCÞ: ð18Þ

And matrices obtained by another one contour:

MDE
D ! MAB

B

� � ¼
0 0 1

0 1 0

�1 0 0

0
B@

1
CA �

cosðaEÞ sinðaEÞ 0

� sinðaEÞ cosðaEÞ 0

0 0 1

0
B@

1
CA�

�
0 0 1

0 1 0

�1 0 0

0
B@

1
CA �

cosð�aFÞ sinð�aFÞ 0

� sinð�aFÞ cosð�aFÞ 0

0 0 1

0
B@

1
CA �

0 0 �1

0 1 0

1 0 0

0
B@

1
CA

�
cosðaAÞ sinðaAÞ 0

� sinðaAÞ cosðaAÞ 0

0 0 1

0
B@

1
CA �

0 0 �1

0 1 0

1 0 0

0
B@

1
CA

ð19Þ

MDE
D ! MAB

B

� � ¼
NDEFAB
XX NDEFAB

XY NDEFAB
XZ

NDEFAB
YX NDEFAB

YY NDEFAB
YZ

NDEFAB
ZX NDEFAB

ZY NDEFAB
ZZ

0
B@

1
CA ð20Þ
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where

NDEFAB
XX ¼ � cosðaFÞ; ð21Þ

NDEFAB
XY ¼ cosðaAÞ � sinðaFÞ; ð22Þ

NDEFAB
XZ ¼ � sinðaFÞ � sinðaAÞ; ð23Þ

NDEFAB
YX ¼ cosðaEÞ � sinðaFÞ; ð24Þ

NDEFAB
YY ¼ cosðaFÞ � cosðaAÞ � cosðaEÞ � sinðaAÞ � sinðaEÞ; ð25Þ

NDEFAB
YZ ¼ � cosðaAÞ � sinðaEÞ � cosðaFÞ � cosðaEÞ � sinðaAÞ; ð26Þ

NDEFAB
ZX ¼ � sinðaFÞ � sinðaEÞ; ð27Þ

NDEFAB
ZY ¼ � cosðaEÞ � sinðaAÞ � cosðaFÞ � cosðaAÞ � sinðaEÞ; ð28Þ

NDCB
ZZ ¼ cosðaFÞ � sinðaAÞ � sinðaEÞ � cosðaAÞ � cosðaEÞ: ð29Þ

Bricard linkage is a closed mechanism, so both of these chains must be identical.
Thus, each element of the chain must be identical to the element of the second
chain. In this case:

NDCB
XX ¼ NDEFAB

XX ;

NDCB
XY ¼ NDEFAB

XY ;

NDCB
XZ ¼ NDEFAB

XZ ;

NDCB
YX ¼ NDEFAB

YX ;

NDCB
YY ¼ NDEFAB

YY ;

NDCB
YZ ¼ NDEFAB

YZ ;

NDCB
ZX ¼ NDEFAB

ZX ;

NDCB
ZY ¼ NDEFAB

ZY ;

NDCB
ZZ ¼ NDEFAB

ZZ :

8>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>:

ð30Þ

Using (10)–(18) and (21)–(29) in (30):
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cosðaCÞ � sinðaBÞ � sinðaDÞ � cosðaBÞ � cosðaDÞ ¼ � cosðaFÞ;
� cosðaDÞ � sinðaBÞ � cosðaBÞ � cosðaCÞ � sinðaDÞ ¼ cosðaAÞ � sinðaFÞ;
� sinðaDÞ � sinðaCÞ ¼ � sinðaFÞ � sinðaAÞ;
� cosðaBÞ � sinðaDÞ � cosðaDÞ � cosðaCÞ � sinðaBÞ ¼ cosðaEÞ � sinðaFÞ;
cosðaBÞ � cosðaDÞ � cosðaCÞ � sinðaBÞ � sinðaDÞ ¼ cosðaFÞ � cosðaAÞ � cosðaEÞ � sinðaAÞ � sinðaEÞ;
cosðaDÞ � sinðaCÞ ¼ � cosðaAÞ � sinðaEÞ � cosðaFÞ � cosðaEÞ � sinðaAÞ;
� sinðaBÞ � sinðaCÞ ¼ � sinðaFÞ � sinðaEÞ;
cosðaBÞ � sinðaCÞ ¼ � cosðaEÞ � sinðaAÞ � cosðaFÞ � cosðaAÞ � sinðaEÞ;
� cosðaCÞ ¼ cosðaFÞ � sinðaAÞ � sinðaEÞ � cosðaAÞ � cosðaEÞ:

8>>>>>>>>>>>><
>>>>>>>>>>>>:

ð31Þ

The Maple system of symbolic calculations developed by Waterloo Maple Inc.,
allows one to simplify the mathematical calculations [13]. Here are formulas of
joints rotation angles, calculated by Maple for (31):

aA ¼ p� arccos
cosðaBÞ

cosðaBÞþ 1

� �
; ð32Þ

aC ¼ p� arccos
cosðaBÞ

cosðaBÞþ 1

� �
; ð33Þ

aD ¼ aB; ð34Þ

aE ¼ p� arccos
cosðaBÞ

cosðaBÞþ 1

� �
; ð35Þ

aF ¼ aB ð36Þ

Equations (32)–(36) gives the range of rotation angles for the Bricard linkage
joints. Each link rotates in the range [−120; 120].

Angular velocities of joints A, C, E can be obtained by taking the first derivative
of (32), (33) and (35):

x ¼ �

sinðaBÞ
cosðaBÞþ 1 � cosðaBÞ� sinðaBÞ

ðcosðaBÞþ 1Þ2
� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1�cosðaBÞ2
cosðaBÞþ 1ð Þ2

r ð37Þ

The first derivative of (37) allows us to obtain the angular acceleration (a for-
mula is given in the form, adopted for using in computer systems):
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e ¼ ðcosðxÞ2=ðcosðxÞþ 1Þ2 � ð2 � sinðxÞ2=ðcosðxÞþ 1Þ2 � cosðxÞ=ðcosðxÞþ 1Þ
þ ð2 � cosðxÞ � sinðxÞ2Þ=ðcosðxÞþ 1Þ3Þ=ð1� cosðxÞ2=ðcosðxÞþ 1Þ2Þ1=2

� ððsinðxÞ=ðcosðxÞþ 1Þ � ðcosðxÞ � sinðxÞÞ=ðcosðxÞþ 1Þ2Þ
� ðð2 � cosðxÞ2 � sinðxÞÞ=ðcosðxÞþ 1Þ3 � ð2 � cosðxÞ
� sinðxÞÞ=ðcosðxÞþ 1Þ2ÞÞ=ð2 � ð1� cosðxÞ2=ðcosðxÞþ 1Þ2Þ3=2ÞÞ

Conclusion

So, the system of equations necessary to make kinematic research of Bricard
linkage is obtained in this article. This allows us to the relationship between rotation
angles of Bricard mechanism links. As a result, this research gives formulas of
angular velocity and acceleration of Bricard linkage joints.

Two Bricard linkage joints (D, F) rotates the same as driving joint (B). Another
three joints (A, C, E) rotates by another way, but identical with each over. Each link
of Bricard mechanism rotates at range [−120; 120].

Transformation matrices can be used to determine the kinematic parameters of
Bricard linkage. The advantage of the proposed method is its universality. This
method can be used to find kinematic parameters of any modifications of the
Bricard linkage. Furthermore, the proposed method is fully formalized and can be
used to develop a computer program analyzing the kinematic parameters of the
Bricard linkage.
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Drive Selection of Multidirectional
Mechanism with Excess Inputs

Alexander N. Evgrafov and Gennady N. Petrov

Abstract Mechanisms with excess inputs are mechanisms in which the number of
engines is higher than the number of degrees of freedom. While the mechanism is in
operation, some engines are disengaging, while other engines are switching on,
whereas the number of active engines at each given moment equals the number of
degrees of freedom. These mechanisms create better conditions for power trans-
mission than mechanisms without excess inputs. However to realize full potential of
these mechanisms it is necessary to solve the problem of operational drive selection.
This article describes a mechanism of a spatial platform with excess inputs. For the
purpose of this article, the following criteria were used to carry out a quality
assessment of the configuration presented below: Jacobian determinant of equations
in sequence for geometric analysis of the mechanism, sum of squares of the bal-
ancing forces and minimal natural frequency of the mechanism with fixed engines
and flexible transmission device. This article also considers variations of motion of
the movable operating element at pre-set conditions with an alternative engines
activation under all three mentioned criteria, as well as variations for simultaneous
operation of all engines.

Keywords Spatial mechanism � Multidirectional mechanism � Excess input �
Drive selection

Introduction

Closed linkwork mechanisms are complex mechanical systems, and are widely used
in mechanical engineering. Position functions of such mechanisms are non-linear
and link output coordinates, defining positions of movable operating elements, with
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input coordinates, setting positions of drive output links [1–6]. Yet a function of
multidirectional mechanism position, which realizes its programmed motion
through coordinated controlled motion of several engines, is even more complex
[7–9]. In most cases, these nonlinear functions of position are multivalued. The
same set of input coordinates corresponds to several positions (configurations) of
the system.

Problem Statement

Multivaluedness of the above-mentioned function leads to occurrence of specific
singular positions, which are bifurcation points in the area of system configuration.
In those specific positions, mechanism acquires an additional degree of freedom,
while simultaneously reaction forces in kinematic pairs increase without bound. It
results in creation of “self-locking areas” in a vicinity of the specific positions,
given the Coulomb friction force. Thereby problems of motion selection continu-
ously arise. In the majority of cases those problems relate to positioning—reposi-
tioning the system from the given initial position to the pre-set target position. At
the same time the need to ensure the choice of “best” sequence of configurations,
while controlling the engines, arises. Systematic selection of the optimal path or the
choice of optimal laws of motion along the trajectory could be carried through this
present sequence of configurations. There is also a possibility to have trajectory and
the law of motion pre-defined, thus, in such a case, it is only necessary to determine
the optimal calculus of variation for driving forces and momentum.

Thus, we need the solution of practical problems resulting in the need of initially
solving theoretical problems of quality assessment for various mechanism config-
urations with various trajectories. Criteria of quality configuration may be selected
in various ways. This article discusses the criteria of quality, reflecting the system’s
degree of proximity to specific positions. Some of these criteria were considered in
the previous research [10], for instance, contact angle [11]. However, this criterion
proved ineffective in movement optimization of a mechanism with multiple degrees
of freedom.

Formation of other criteria could be based on the following properties of the
specific positions:

1. The Jacobian determinant of equations in a sequence for geometric analysis of a
mechanism is equal to zero, while in a specific position. Application of this
criterion is discussed more in the previous research [12].

2. Driving forces and momentum, counterbalancing ultimate external load constant
in magnitude, increase without bound in the vicinity of specific positions.
Application of this criterion is discussed more in the previous research [13].

3. In case some additional local degree of freedom appears at the specific position,
a mechanism’s natural frequency becomes zero. A detailed description of this
criterion is discussed more in the previous research [14].
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Theory

Figure 1 presents a mechanism—a platform where the desktop is set to eight legs.
Platform legs are hydraulic cylinders, connected by spherical hinges with the
platform itself and its base. The mechanism has six degrees of freedom and eight
inputs. For standard operation it is sufficient for the mechanism to have six inputs,
thus engines may operate in an alternative mode of activation, where at any given
moment only six of eight engines (two engines are turned off), or all engines at
once, are connected with the mechanism.

To determine which of the engines to activate at any given moment when of its
position on the platform, it is suggested to introduce three criteria for the quality of
the platform configuration (these are based on three properties of the specific
positions described above). To gain deeper insight on the subject it is recommended
to review the inverse problem of spatial platform geometric analysis.

We consider the position of point K of the platform xK ; yK ; zKð Þ and Euler angles
w; h; /ð Þ that define the orientation of the moving coordinate system x0; y0; z0 in
relation to the fixed coordinate system x; y; z as given values. We assume that leg
drives with lengths ‘i; i ¼ 1; . . .; 6 are activated at the current moment. We intro-
duce matrix columns g ¼ xK ; yK ; zK ;w; h; /ð ÞT and ‘ ¼ ‘1; . . .; ‘6ð ÞT, so that the
calculation of the lengths based on the known column g becomes a simple task:

‘i ¼ Ri gð Þ � R0ik k; i ¼ 1; . . .; 6

where Ri gð Þ—radius-vector of fixed point of attachment of the i leg to the platform,
and R0i—radius-vector of fixed point of attachment of the i leg to the pillar.

Fig. 1 The spatial platform
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The direct problem of geometric analysis is more complex. Defining a column g

by known lengths ‘ ¼ ‘1; . . .; ‘6ð ÞT requires a solution for the system of six
equations with six unknowns:

Ui g; ‘ið Þ ¼ Ri gð Þ � R0ik k � ‘i ¼ 0; i ¼ 1; . . .; 6:

We may define the Jacobian of this system of equations as follows:

J ¼ det
@U
@g

� �
; where U ¼ U1; . . .;U6ð ÞT; @U

@g
�Jacobian matrix:

It is known that Jacobian equals to zero, while in specific position. However, it is
possible to avoid the vicinity of specific positions by alternating inputs. Thus, we
may define a Jacobian module of equations in sequence for geometric analysis as
the first criterion of quality of the mechanism configuration.

We may present the angular velocity of the platform in the following form:

x ¼ _w � kþ _h � nþ _/ � k0;

where k; n; k0—corresponding unit vectors.
We assume that the force F and momentum M are applied to the platform at the

point K.

Let us introduce matrix-column P ¼ Fx;Fy;Fz;M1;M2;M3
� �T, where

Fx;Fy;Fz—projections of the vector F on the fixed coordinate system axis;
M1;M2;M3—projections of the vectorM in the direction of the unit vectors k; n; k0:

M ¼ M1 � kþM2 � nþM3 � k0:

Evidently, drive forces FD ¼ FD1; . . .;FD6ð ÞT may be determined from the
formula

FD ¼ � @g
@‘

� �T

�P:

When in the vicinity of specific positions of the mechanism, the absolute value
of at least one of the driving forces increases without bound. Thus, it is considered
reasonable to define the sum of squares of the driving forces as a second criterion of
quality of the mechanism configuration.

To gain deeper insight on the subject we consider a machine with a flexible
mechanism, taking into consideration stiffness of the leg drives. We assume that six
inputs are active while two are disabled (thus we are not taking into consideration
flexibility properties of those two). We assume that the mechanism performs natural
oscillations in a vicinity of the specific position.
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We introduce matrix columns: h ¼ h1; . . .; h6ð ÞT—column, representing a small

strain of resilient members and qS ¼ DxS;DyS;DzS;D/x0 ;D/y0 ;D/z0
� �T

—column,
representing platform deviations from the equilibrium position, where
DxS;DyS;DzS—deviation of the Platform’s center of mass towards corresponding
axes; D/x0 ;D/y0 ;D/z0—deviation of the Platform’s alignment towards corre-
sponding axes of the moving coordinate system x0; y0; z0.

Based on the previous work done by Loitsiansky and Lurie [15] we know the
relation of deviations of the platform’s orientation to deviations of Euler angles:

D/x0 ¼ Dw sin h sin/þDh cos/;

D/y0 ¼ Dw sin h cos/� Dh sin/;

D/z0 ¼ Dw cos hþD/:

We introduce the square diagonal matrix:

A ¼ diag m;m;m; Ix0 ; Iy0 ; Iz0
� �

; C ¼ diag C1; . . .;C6ð Þ;

where m—mass of platform, Ix0 ; Iy0 ; Iz0—primary central axial moments of inertia,
and C1; . . .;C6—stiffness of the active drives.

For the purpose of this article, we disregard mass of platform legs, thus we may
present the equation of the resilient members’ natural oscillations in the following
form

@qS
@‘

� �T

A
@qS
@‘

€hþCh ¼ 0:

Accordingly, we introduce symbol H ¼ C�1 @qS
@‘

� �T
A @qS

@‘ :

The natural frequencies of a flexible mechanism are equal to reciprocals of the
matrix H’s eigenvalue roots. One of the natural frequencies tends to zero, once the
mechanism is in a vicinity of the specific position.

In consequence, we may define the value of the fundamental frequency of a
flexible mechanism as the third criterion of quality of the mechanism configuration.
However, it should be emphasized that, the mechanism flexibility is introduced
conditionally, for the purpose of this work, while mechanism’s natural frequencies
are defined within a range of static positions along the pre-set trajectory.

In case of simultaneous operation of all engines, the selection of driving forces
on pre-determined movement and at a given load becomes ambiguous. As a result,
we may outline a system of six equations with eight unknowns and an infinite set of
solutions, which in turn allows us to set the problem to minimize the sum of squares
of the driving forces. Detailed description of the solution is discussed more in the
previous research [14].

The analytical solution of the problem is rather laborious, thus, the authors
decided to use the numerical calculation method. Typically software tools such as
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Mathcad and Matlab are used in such cases (Both Mathcad and Matlab usage is
discussed in the previous research: [16–18] and [19] respectively). For conve-
nience, obtained results are visualized through animation of mechanisms kinematics
(as discussed in the previous research [20]). However, for the purpose of this work,
and to be able to obtain an interactive visualization of the calculation results of a
complex spatial mechanism, authors selected “Model Vision” software (discussed
in the previous research [21]).

Figure 2 shows two diagrams, representing the sum of squares of the platform’s
driving forces, given that six engines are operating according to the criterion of
minimum sum of squares of the driving forces (a) and at simultaneous operation of
all eight engines (b).

Conclusion

The resulting driving forces provide a minimum sum of squares of the driving
forces at any given point of the trajectory.

It is possible to evaluate the energy efficiency of the operational mode where all
eight engines function simultaneously by comparing the sum of squares of driving
forces with the minimum value of such a sum attained when only six engines are
functioning. Taking into consideration criterion of the sum of squares of the driving
forces and criterion of the fundamental frequency, authors may conclude that the
operational mode where all eight engines function simultaneously is considered
more beneficial. Additionally, ease of management may be considered as an
advantage of the alternative inputs selection.

Fig. 2 Diagrams represent
sum of squares of the
platform’s driving forces,
given that six engines are
operating according to the
criterion of minimum sum of
squares of the driving forces
(a) and at simultaneous
operation of all eight engines
(b)
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Engineering Calculations of Bolt
Connections

Alexander A. Sukhanov

Abstract The paper deals with the theory and practice of calculations of bolt
connections. This focuses on the engineering approach to obtaining convenient
approximate analytical formulas for the calculation of strong bolted joints. Explicit
expressions for these stresses have been obtained and proved to be in good
agreement with existing engineering tables and numerical simulations.

Keywords Bolt � Bolt connection � Stress � Calculations of strength � Engineering
formulas

Introduction

The existing literature on bolted joints (see e.g. [1–3]) has proved to be sufficiently
deep for theoretical research on calculation of the forces and stresses in bolted
joints. But little attention has been given to the practical use of the results. The
reference literature (see e.g. [4]) on the contrary, provides practical tables for
particular bolts, depending on the grade of steel bolt material, but there is no
analytical dependence allowing us to expand the table for other parameter values
(friction, torque etc.). This paper fills a gap between the theory and practice of
bolting. The classification of bolting and the conclusion are simple and convenient
engineering formulas for calculation of forces, stress, torque, safety factors.
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Purpose and Modes of Bolt Connections

Bolted joints are designed to reliably connect two or more parts with a bolt, a nut
and possibly conventional and/or grower-plates (Fig. 1). It is also possible that a
special case of a screw connection, when the bolt is screwed into one of the parts, is
essentially a nut.

There are basically three different modes of bolt connections.

Bayonet Connection Mode

In the pin connection a bolt locks securely connected parts, impeding their cross
(tangential) offset by the forces Q. When this bolt is installed in the hole (usually
from under the scan) it is without play or even with a slight interference fit (Fig. 2).
Commonly such bolts, called fitter bolts, are used as shear keys.

In order not to overload the additional bolt stresses in a pin mode, a backing nut
is twisted into a little torque minM , creating a small initial axial tensile force Fmin

0 and
shear stress smin.

Mode of Longitudinal Confinement

In the longitudinal retaining bolt and nut, securely fixed parts are connected, pre-
venting their longitudinal (normal) disengage under the action of N (Fig. 3).

To ensure the density interface (lack of separation of parts) the nut is tightened
with a sufficiently large force optimal torque optM . This bolt experiences average
axial tension Fopt

0 and shear stress sopt:

bolt

part 2

part 1

nut

Fig. 1 Bolt connection

40 A.A. Sukhanov



www.manaraa.com

Mode Tight Connection

In a tight connection, a bolt and a nut securely fix the parts to prevent their possible
cross (tangential) shifting under the influence of possible transverse shear forces Q
(Fig. 4).

In this mode, the bolt stress tests only preliminary tightening because transverse
shear forces Q are fully compensated by friction forces. Therefore, to ensure that a
maximum density connection bolt is tightened, the maximum torque is set to maxM .
This bolt undergoes maximum axial tensile Fmax

0 and shear stress smax.

Q

Q
1h

2h

Fig. 2 Pin joint

Q

Q 0F

Fig. 4 Tight connection

N

N

0F

Fig. 3 Longitudinal hold

Engineering Calculations of Bolt Connections 41



www.manaraa.com

Symbols and Acceptance of the Agreement

Basic Dimensions and Designations

The main parameters of bolting are shown in Fig. 5.
d nominal (outer) bolt diameter
d0 the inner diameter of the thread (diameter of the solid body below

the threads of the bolt)
dP ¼ d0 þ d

2
the average diameter of the thread

d size nut turnkey
dC the average diameter of the support ring contact nut
h thread pitch
d clearance hole
f friction coefficient pairs bolt/nut, nut/washer
f friction between the joined parts

S ¼ pd2
4

nominal cross-sectional area of the bolt

S0 ¼ pd20
4

sectional area of a threaded bolt

k0 ¼ d0
d ; kP ¼ dP

d
thread coefficients

kC ¼ dC
d

nut coefficient

M nut torque

d

d

d

d

d

f

f

f

h

M

δ

Fig. 5 The main parameters of bolting
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Accepted Agreement

1. The coefficient of friction f is largely dependent on the state of the contacting
surfaces, in particular on the purity and availability of processing lubricant. For
steel parts

f ¼ 0:12� 0:15� 0:18;

which corresponds to the lower value of the lubricated surfaces, and the upper—
roughly treated dry [1]. As the medium and most commonly used values of the
coefficient of friction they will take

0.15, 0.18f f= = . ð1Þ

Then, when determining the actual torque, the nut will need to reduce this value
by 20 % at the lubricated surfaces and increase by 20 % when treated rudely.
But we also get an analytical dependence on the stresses and moments of friction
coefficients.

2. For the calculation of stresses and moments, we need to know the average
diameter of the thread dP and the average diameter of the support ring contact
nuts dC. Unfortunately, the corresponding coefficients kP and kC are not con-
stant. In particular, ratios k0 and kP depend not only on the thread pitch h and on
the diameter of the bolt d. Coefficient k0, for example, receives the values for a
standard metric thread in a range from 0.8 for small, medium and 0.85 to 0.9 for
large bolts [5]. Coefficient kC is also slightly dependent on the clearance in the
hole d and the diameter of the bolt due to the standardization of a number of
sizes of nuts turnkey is 1.5d d≈ [6]. Since the sensitivity of the calculation of
these ratios is low, we will rely on the following mean values (for a standard
medium standard thread and nut)

k0 ¼ 0:85; kP ¼ k0 þ 1
2

¼ 0:925; ð2Þ

kC ¼ 1:35: ð3Þ

3. We calculate that the strength bolts will hold according to Huber-Mises criterion
[7], according to which the equivalent stress is defined by the formula

( ) ( ) ( )2 2 2

1 2 2 3 3 1

2

σ σ σ σ σ σ
σ

− + − + −
= , ð4Þ

where r1, r2, r3 are the principal stresses. When uniaxial stretching and tightening
the bolt (which is our case), the Formula (4) takes the form
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2 23σ σ τ= + , ð5Þ
where r—normal (tensile) stress, s—tangential stress.
4. To ensure the safety margin required under some uncertainty and variation

characteristics of materials, assembly parameters and operating conditions, the
final test of strength will require

max

k

σσ ≤ , ð6Þ

where maxσ is the highest possible voltage equivalent to (5), rT is the yield
strength of the bolt material, kT is the standard safety factor of yield strength. In
engineering, the static load is taken to be [1]:

kT ¼ 1:2� 2:0:

This safety factor should be greater than the accuracy of the calculation which is
less and has higher reliability requirements. With dynamic (variable cyclic)
loads, the safety factor is calculated to increase by about half [1].
Assume for static loads that the most typical and convenient for theoretical
conclusions should be the safety factor of yield strength

kT ¼
ffiffiffi
2

p
¼ 1:414: ð7Þ

5. Calculation of bolting is to select the material of the bolt, the permissible
minimum diameter of the bolts and nuts of the required torque to ensure reliable
operation of bolting under the given longitudinal or transverse loads. Since the
diameters of bolts are strictly given, we will solve the inverse equivalent task by
the given characteristics of the selected bolt that will determine the maximum
permissible load with a specified safety factor (7). If the actual load will be less
than the maximum allowable, by the conversion formula we will find the real
safety factor, which will be above (7).

Calculation of Pre-stressed State of the Bolt

In all modes of bolting for a joint, a density pre-loaded bolt axial force is created by
tightening the nut torque M . This time depends on the yield strength of the bolt
material and is selected depending on the mode of operation so that the initial axial
stress in the continuous body of the bolt (in cross-section under the thread) is in the
range [1]
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r0 ¼ F0

S0
¼ 0:4 � 0:6ð ÞrT ð8Þ

where F0 is a thrust prestressed bolt.
Let us find the relationship between M and r0 and let us justify the choice of (8).
Tightening torque consists of two parts:

M M M= + , ð9Þ
where MC is the friction torque at the end of the nuts and MP is the friction in the
thread (thread time).

Tightening the nut is approximately determined by the formula

MC ¼ fF0
dC
2

¼ kC
2
fF0d: ð10Þ

We need to determine when the thread considers the force of pressure and
friction in a pair of metric screw bolt + nut (Fig. 6) to be adequate. There a is an
included angle, w—elevation angle of the thread. For a metric thread,

a ¼ 60�; w � 2�:

We write the equation of the balance of forces on the tangent and the vertical
axis.

h

2α0F R

d

0d

d

ψ

RFig. 6 Screwing a pair of
bolt and nut
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Fs ¼ fR coswþR sinw;

F0 ¼ R cos
a
2
cosw� fR sinw:

HereR is a normal reaction in the thread. Except forR, we find the time thread to be

MP ¼ Fs
dP
2

¼ f þ tgw
cos a2 � f � tgwF0

dP
2
: ð11Þ

Note that (11) coincides exactly with the formula obtained in [2].
Then, the tightening torque is

02 2cos
2

k kf tg
M M M f F d

f tg

ψ
α ψ

⎞⎛
⎟⎜ += + = + ⎟⎜
⎟⎜ − ⋅
⎠⎝

. ð12Þ

Expanding (12) in a Taylor series of f in the neighborhood of zero, we obtain

( )2 3 5 4
00.01837 1.2098 0.0212 0.00084 3.35 10M f f f f F d−= + + + + .×

Neglecting nonlinear terms and rounding, we get a simple formula for the torque

( ) ( )0 0 00.02 1.2 0.02 1.2M f F d f S dσ= + = + . ð13Þ

Interestingly, in the absence of the thread lifting (w ¼ 0), series expansion gives

01.2M f F d= ,

that is, the rise of the thread brings a constant term

00.02M F d= .

When friction is f ¼ 0:12� 0:15 we obtain a simple approximate formula for
the torque depending on the given initial axial stress r0:

( ) ( )
2

3 30
0 0 0 00.18 0.2 0.18 0.2 0.1

4

k
M S d d d

πσ σ σ= − = − ≈ ,

which is exactly [2, p. 106].
To determine the maximum equivalent stress in the bolt tightening torque from

the initial finds the largest shear stress to be:
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s0 ¼ MP

Wp
; ð14Þ

where Wp is the polar section modulus by thread:

Wp ¼ Jp
d0=2

¼ pd30
16

¼ S0
4
d0; ð15Þ

where Jp ¼ pd40=32—the polar moment of inertia of a thread. Substituting (11) and
(15) into (14) we get

s0 ¼ f þ tgw
cos a2 � f � tgw 2

kP
k0

r0 ¼ f þ 0:0344ffiffi
3

p
2 � 0:0344f

2:17647 ¼ ar0; ð16Þ

where a = 0.4662 when f = 0.15.
Thus, the highest equivalent stress in pre-tightening the bolts with the axial stress

r0 is given by

2 2 2
0 0 03 1 3aσ σ τ σ= + = + . ð17Þ

Expanding the radical expression in (17) in a Taylor series of f in the neigh-
borhood of zero, in view of (16) we obtain a sufficiently high degree of accuracy

2
01 1.3 20f fσ σ= + + . ð18Þ

With an average level of friction f ¼ 0:15 we obtain

01.3σ σ= , ð19Þ
which is exactly [2, p. 109].

At low friction f = 0.12 will have to be

01.2σ σ= .

If more friction f = 0.18 will have to be

01.4σ σ= .

A safety factor for the yield strength of prestressed bolts is determined by the
formula

k
σ
σ

= . ð20Þ
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At the maximum delay r0 ¼ 0:6rT , in the absence of other loads will be at
f = 0.15, the minimum allowable safety factor

1.3
1.3 0.6

k
σ σ
σ σ

= = ≈
⋅

.

Bayonet Connection Mode

Glow mode bolting (Fig. 2) in the absence or low pre-tightening of the bolt (net pin)
is the easiest way to calculate the stresses and obtain a maximum external load.

Pure Pin Mode

In the clean pin bolt it works mainly with a shear. The maximum permissible
external shear load Q0 is given in (5) and (6) where the condition

3
k

σσ τ= ≤ , ð21Þ

and where the shear stress s is equal to

s ¼ Q0

S
¼ Q0

pd2=4
: ð22Þ

Substituting (22) into (21), we obtain the maximum shear external load

Q0 ¼ 1ffiffiffi
3

p
kT

SrT : ð23Þ

With kT ¼ ffiffiffi
2

p
we have

Q0 ¼ 1ffiffiffi
6

p SrT ¼ 0:4SrT ¼ 0:1pd2rT : ð24Þ

Note. Calculation of shear bolts by Formulas (21)–(24) is valid provided that the
bearing stress does not exceed the equivalent shear stress, i.e. where

00
2

3
3

4i

Q Q

dh d
σ σ τ

π
= < = = ,
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where hi is the minimum thickness of the “shearing” of the details (see Fig. 2). It
follows that the condition that must be satisfied is

hi [
pd

4
ffiffiffi
3

p ¼ 0:453d: ð25Þ

Inequality (25) is certainly satisfied if the following simple condition holds:

hi � 0:5d ¼ r: ð26Þ

If the magnitude of shear force Q is less than the maximum allowable (24), then
the safety factor for the yield point kT is recalculated according to (23) according to
the formula

kT ¼ 1ffiffiffi
3

p SrT
Q

¼
ffiffiffi
2

p Q0

Q
: ð27Þ

Mode with Pre-tightening

A mode pin bolt connection with pre-tightening of the bolt to the axial stress r0 is
mainly used for tight and reliable connection parts. They prevent their relative
displacement by friction between the connected parts. In this case, the main stress in
the bolt will be axially from the pre-tightening and tightening the nuts on the
tangent. I.e. stress-strain state of the bolt in this connection will match the state of
pre-tightening of the bolts, discussed in Sect. 3. Nevertheless, we find an expression
for the equivalent of residual stress at the shearing force Q1. The exact formula for
the equivalent stress in this case is

( )22
0 0 13σ σ τ τ= + + , ð28Þ

where s0 is shear stress by tightening the nuts (16), s1 is the residual shear strain,
determined by the formula

0 0 01
1

Q f F Q f SQ Q Q

S S S S

σ
τ

− −−= = = = with  Q Q> ,

1 0τ = with Q Q≤ ,

ð29Þ

where Q is shear force, QT is the force of friction between the connected parts.
When natural restriction s1 � r0 is a sufficiently accurate approximation (29) we

get that
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2
0 12

3
1 3

1 3

a
a

a
σ σ τ= + +

+
. ð30Þ

The approximate formula for (30) depending on the friction coefficient f is

2
10 2

0.2 8
1 1.3 20

1 1.3 20

f
f f

f f
σ σ τ+= + + +

+ +
. ð31Þ

With an average level of friction f = 0.15 we obtain

0 11.3 1.1σ σ τ= + . ð32Þ

A safety factor of yield strength of a prestressed bolt experiencing residual shear
stress, when is f = 0.15 determined by the formula

0 11.3 1.1
k

σ σ
σ σ τ

= =
+

. ð33Þ

Mode of Longitudinal Confinement

In the longitudinal confinement (native bolting mode, Fig. 3), along with the initial
voltage the tightening bolt is subject to an additional axial tensile stress due to the
external load N.

To find the highest equivalent stress in the bolt, first we obtain an expression for
the full axial force in the bolt from the external load. Due to the flexible element
compounds, that effort is not difficult (see e.g. [2]), and is written in the form

F ¼ F0 þ vN; ð34Þ

where F is the total tensile force in the bolt, F0 is force the axial pre-tensioning bolt,
v is the main factor of the load which is generally defined as

λχ
λ λ λ

=
+ +

, ð35Þ

whereλ are stretch bolts, kH is in compliance of loaded components, kP is com-
pliance discharged parts. For compounds of metal components, the main load ratio
is in the range [2]
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v ¼ 0:2� 0:3: ð36Þ

Expression (34) is valid until the beginning of the opening at the junction

N�N�; ð37Þ

where N� releases the external force, wherein there is an opening of the joint. When
N[N� is the disclosure of the joint, the bolt will take all the external load and total
tension force in the bolt as

F ¼ N: ð38Þ

Liberating the joint force N� is easily found by equating (34) and (38):

N� ¼ F0

1� v
: ð39Þ

Theoretical (under the linear elastic connection elements) dependence of the total
force in the bolt from the external load is shown in Fig. 7 (see also [1]).

To prevent disclosure of the joint at the maximum permissible external load N0,
the latter must be slightly smaller than the releasing force N�. It is convenient to put

N0 ¼ F0: ð40Þ

Then the stock density in accordance with the joint (36) and (39) would be
sufficient and be

N

F

45°

*N

*N

0F

0 0N

Disclosure
of interface

Fig. 7 The theoretical dependence of the total force in the bolt from the external load
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N�

N0
¼ 1

1� v
¼ 1:25� 1:43:

To clarify the factor, v construct the dependence of the total force in the bolt
from the external load by simulating the package ANSYS works bolting shown in
Fig. 8.

Figure 9 shows the results of numerical modeling of a bolted connection in
Fig. 8, a very good agreement with the experimental data [3]. The slight difference
from the theoretical piecewise linear relationship (Fig. 7) is due to the presence of
nonlinear contact relations.

N N

F

Fig. 8 Simulated bolted connections

N

F

45°

*N

0F

0 0N

Disclosure
of interface

*N

Fig. 9 The experimental dependence of the total force in the bolt from the external load
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According to the results of numerical simulation (Fig. 9), we find the average
value of the coefficient of refined base load to be

v ¼ 0:25: ð41Þ

With such a load factor of the main joint, stock density will be

N�

N0
¼ 1

1� 0:25
¼ 1:33; ð42Þ

which is sufficient to provide a reliable and tight joint.
Note that the sensitivity of the tension in the bolt to the factor v is not so great

and, therefore, accurate knowledge of v is not so important.
To determine the maximum external load N0 and voltage corresponding to the

optimum tightening ropt0 , find the full axial stress in the cross section of the bolt
threads. In accordance with (34) we have

r ¼ F
S0

¼ r0 þ vrN ; ð43Þ

where rN ¼ N=S0 is load stress, vrN is the stress of the load added to the initial
axial stress tightening bolts.

Consider the general case for universality, when the bolt tensile stress is rN and
shear stress is s1. Then the exact formula for the equivalent stress is

( ) ( ) ( )2222
0 1 0 0 133 Nσ σ τ τ σ χσ τ τ= + + = + + + . ð44Þ

At reasonable values rN � r0 and s1 � r0 (we recall that the joint tightness is
ensured by rN � r0) sufficiently accurate approximation (44) gives

2
10 2 2

3
1 3

1 3 1 3
N

a
a

a a

χσ σ σ τ= + + +
+ +

. ð45Þ

The approximate formula for (45) depending on the friction coefficient f:

2
10 22

0.2 8
1 1.3 20

1 1.3 20 1 1.3 20
N

f
f f

f f f f

χσ σ σ τ+= + + + +
+ + + +

ð46Þ

With an average level of friction f = 0.15 we obtain

101.3 0.8 1.1Nσ σ χσ τ= + + . ð47Þ

Note that for a similar formula [2, p. 115] in the second term there is no factor of
0.8, and the third term is absent.
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When v ¼ 0:25 the Formula (47) takes the simple and convenient for engi-
neering calculations views

101.3 0.2 1.1Nσ σ σ τ= + + . ð48Þ

We find in this case, the optimal tightness of bolts in the absence of shear stress
(s1 ¼ 0), providing maximum tensile stress (rN ¼ r0). In accordance with (48)

0 0 01.3 0.2 1.5σ σ σ σ= + = .

If an acceptable safety factor is

2k
σ
σ

= =
,

then we have

0.4714 0.5
1.5 1.5 2

opt
0

σ σσ σ σ= = = ≈ . ð49Þ

In the general case of arbitrary stress rN � r0 and s1 � r0 with f = 0.15 and
v ¼ 0:25 the safety factor is calculated by the formula

kT ¼ rT
1:3r0 þ 0:2rN þ 1:1s1

; ð50Þ

where tightening tension r0 is selected from the range (8).
Note. In the manufacture of high strength steel bolts, for example, steel 40X with

rT ¼ 785MPa in order to reduce the load on the other structural elements it is
recommended to reduce the number of tightening bolts compared to the optimal
value (49) to a value

r0 ¼ 0:4rT : ð51Þ

In this case if f = 0.15, v ¼ 0:25 and the external loads are absence then the
safety factor has the largest value

kT ¼ rT
1:3 � 0:4rT � 1:9: ð52Þ

The Tight Connection Mode

The tight connection (Fig. 4) experiences only tension bolt pre-tightening.
Therefore, to maximize the density of connections and maximum shear force
holding Q, the bolt is a tightened maximum torque maxM until the maximum
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equivalent stress is reached. According to (18), in this case a low level of friction
f = 0.12, we have

01.2σ σ= ,

where the received values are the safety factor for strength kT ¼ ffiffiffi
2

p
. In accordance

with (20) we get to rounding with

rmax
0 ¼ rT

1:2kT
¼ rT

1:2
ffiffiffi
2

p ¼ 0:59rT ’ 0:6rT : ð53Þ

The corresponding maximum torque according to the bolt (18) and (53) will be

max 3 max 3
00.093 0.06M d dσ σ= ≈ . ð54Þ

Find the largest holding transverse force Qmax. It is determined solely by friction
between the connected parts. With

0.18f = ,

max max max max
0 0 0 0 0

1
0.18 0.6 0.1

6
Q Q f F f S S S Fσ σ σ= = = = ⋅ .0

Conclusions

These approximate analytical formulas for calculating bolt connections with
strength have simple and compact shapes and are very comfortable in practice,
particularly in engineering. The accuracy of the calculations is sufficient. Obtained
formulas allow one to quickly define all the characteristics of a given bolting or to
pick up the required bolt, providing it has a preset mode loading. The basic for-
mulas are the formulas for finding the required torque (13) and the resulting
equivalent stress (46)–(48).
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Modern Methods of Contact Forces
Between Wheelset and Rails Determining

Kirill V. Eliseev

Abstract Systems that contain instrumented wheelsets and algorithms of mea-
surements evaluations are used to obtain contact forces between wheels and railway
while a car is moving. Existing schemes do not allow us to obtain all contact
characteristics, thus a new method of evaluations was developed. It allows evalu-
ation of all contact forces components and contact points coordinates. Numerical
experiments were conducted to prove the quality of the method.

Keywords Structural mechanics � Strain measurement � Inverse problem �
Simulation � Contact forces � Railway technology

Introduction

Forces between wheels and railway are very important parameters that characterize
movement of railway carriages. Contact interaction data can be used to analyze
railway quality and new parts performance.

Direct forces measurement is inconvenient, so other values like strains and
relative displacements are used with corresponding algorithms of data evaluation.
Currently measuring gauges are usually placed on rails or wheelsets. The last
variant makes continues analysis for long distances possible, though data treatment
is very complicated.

This article contains review of some available measurement schemes, the new
one is introduced with some results.
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Review of Available Measurement Schemes

Publications about wheel and rail contact can be divided into two groups. The first
one includes analytical and numerical analysis for simplified railway and train
models. The most important are publications of Kalker [1], in Russian publications
of Romen [2]. Their results can be used to analyze the main phenomena of
movement, but real railway features cannot be accounted for.

The aim of the second group of investigations is to analyze contact conditions
for a specific train during movement on a specific railway.

According to measurement gauge positions, schemes are divided to be

• installed on rails;
• installed on trains.

The main disadvantage of the first group of measurements is that it can be
performed only with a prepared and relatively short piece of the railway. An
example of the scheme is installation on both sides of the rails of vertical resistance
strain gauges; see Fig. 1a. The sum of strains can be used to get vertical force, the
difference being the transverse force.

In [3] piezoelectric gauges are used to monitor railway structures, like bridges,
Fig. 1b.

Measurement systems on trains are usually based on wheel strain measurements
by means of strain gauges. In this case the following components must be con-
nected to form a measurement system:

• wheelset, a wheel’s geometry defines the gauges positions;
• signal measurement equipment with a limited number of channels;
• calibration stand;
• algorithm of contact forces and contact position evaluation.

The simplest schemes are based on relations between one contact force com-
ponent (usually vertical or axial) with one strain measurement.

Fig. 1 Railway gauges installation examples

58 K.V. Eliseev



www.manaraa.com

For example, the system in Fig. 2a uses 32 wheel gauges. Some of them are
installed inside additional holes. The first half of these gauges is used for vertical
force evaluation based on disk compression, the second—for axials based on
bending. Evaluations are performed when one of gauge’s diameters coincide with a
vertical [4].

Patent [5] defines a scheme that includes gauges diametrically connected in half
bridges. Gauges are installed on the inner surface of the wheel, Fig. 2b.
A synchronization module is responsible for evaluation of a time point when one of
the gauge’s diameters is vertical, then a corresponding measuring channel is used.
Obtained data sets are processed according to a special algorithm.

Another continuous measurement of vertical and axial force’s schemes includes
two independent bridges. Gauges are located on circles on both sides of a disk with
circumferential distance 45° [5]. Any time combination of data (sum or difference)
that depends only on one force component is used.

In the study [6], a vertical force component evaluation algorithm is developed.
Pairs of strain gauges on both sides of the wheel are installed on one circle with
circumferential distance 45°, Fig. 2c. During the calibration procedure a constant

Fig. 2 Gauges installation examples
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traveling along the circle force P0 is applied. A calibration function is obtained as
AðtÞ ¼ P0=V0ðtÞ, where V0ðtÞ—the recorded measurement. Then arbitrary force
PðtÞ can be restored using measurement VðtÞ as PðtÞ ¼ AðtÞ�1 � VðtÞ.

Operation of the first instrumented wheel sets shows their weakness—a wired
signal transmitting from rotating parts to non-rotating ones. Measurements on no
rotation bogie parts are suggested in [4]. Axial force is evaluated based on wheel
bending according to distance to the disk, see Fig. 2d. Axis-relative vertical
translation gives an estimation of vertical force. Additional efforts have been made
to reduce errors: compensation gauges are used for gaps, while bearings with
reduced gaps to reduce axial translations and additional surface treatment are used.

The evaluations scheme mentioned above in one way or another have the fol-
lowing disadvantages:

• no scheme allows us to evaluate a contact point position and longitudinal force;
• contact point position influence is not accounted for;
• significant wheels and bogies modifications are made that can lead to lower

reliability;
• schemes use specific wheels design and can not be used for new ones.

New Measurement Scheme

An instrumented wheelset with curved disks is used. A wheel section is presented
on Fig. 3. A radiotelemetering complex with 64 channels is used for data mea-
surement and registration.

Fig. 3 Gauges on wheel (for
1/4 wheel)

60 K.V. Eliseev



www.manaraa.com

The algorithm is based on the relation between a vector of measured strains
increments De and a vector of force components with increments and contact points
coordinates DR like

De ¼ ADR ð1Þ

where A is a Jacobi matrix n × m.
Here the number of equations n = 64 is higher than the number of unknowns

m = 8 and a system of equations usually does not have an exact solution. So a
“pseudo solution” DR is used that minimizes a Euclid norm of error ADR� Dek k,

DR ¼ ðATAÞ�1ATDe: ð2Þ

A finite element model of a wheelset is used to obtain matrix A coefficients. The
wheelset is fixed at bearings. Forces and their increments at contact points are
applied, strains are calculated on disk surfaces [7].

The following variant of gauges placement was chosen after results were
determined of analysis on two circles at the inner surface of every disk with
increment 22.5°. Radial strains are used. This placement scheme accounts for:

• most sensitive to forces variations areas;
• ability to restore strains distribution along circle;
• ability to restore wheelset rotation angle.

Numerical experiments to restore contact forces and coordinates in static were
performed. Different combinations of forces and coordinates were used with sat-
isfactory results. A calibration scheme that includes a calibration stand was intro-
duced that allows one to make precise matrix A coefficients [7, 8].

Accounting for Wheel Inertia Effects

Development of contact loads evaluation algorithms based on strains measurement
usually account for only static loading behavior of a wheelset. Calibration usually is
available only for static loading. Stands that can be used for dynamic modeling are
much more expensive. Procedures testing for dynamic loading can be performed
only using train movement models.

It is very likely that during train movement there will exist dynamic loads due to
bogie movement on rails and defects of rails and wheels [6].

If a contact forces spectrum contains harmonics with frequencies, close to wheel
eigenfrequencies, corresponding strains harmonics will have higher values than in
static loading. Then forces evaluated using static calibration will have overesti-
mated values.
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For a considered wheelset the first eigenfrequency is 152 Hz, the third is 223 Hz.
Special attention must be paid to modes 9–12 with frequencies 958 and 1416 Hz—
significant radial strains exist where gauges are installed, Fig. 4.

Numerical experiments were performed with a finite element model of one
wheel. Harmonic loads were applied at contact points with low frequencies (20 and
50 Hz), near resonance (151 Hz) and post resonance (175 Hz).

Results significantly depend on damping coefficients α and β, that defines a
damping matrix in the equation of motion

M €UþB _UþCU ¼ F ð3Þ

modes 1, 2 mode 3

modes 9, 10 modes 11, 12

Fig. 4 Wheel eigenmodes,
axial displacements
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where
M mass matrix,
C stiffness matrix,
B damping matrix, B ¼ aMþ bC,
U nodal displacements vector,
F nodal forces vector.

Parameters a and b can be used to set a prescribed damping ratio for force
frequencies range ½x1;x2�. Parameter a governs damping for lower frequencies, b
for higher.

Some numerical harmonic calculations were performed: different harmonic
contact forces were defined and some combinations of parameters a and bwere used.
Figure 5 presents results for an applied vertical force with amplitude of 100KN.

damping 0.0001β = c 

damping 1 8eβ = − c, 0.1α =

(a)

(b)

Fig. 5 Results for vertical and axial harmonic force restored. a Damping β = 0.0001c. b Damping
β = 1e − 8c, α = 0.1
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It can be stated that wheel material damping plays a significant role in a forces
restore procedure. For low frequencies up to 100–120 Hz, a static procedure gives
satisfactory results.

During train movement with speed 80–120 km/h, periodical contact forces with
frequencies up to 110 Hz are expected. They are due to wheels rotation, sleepers
positions, long rails defects (300–450 mm).

Fig. 6 Applied and restored (asterisk every 20th point shown) contact forces
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In monograph [9] spectral densities of forces and accelerations are presented for
train ER200. Significant harmonics have frequencies 1–3 Hz, some local maxi-
mums for 3–16 Hz.

Thus it can be expected that significant force harmonics will lie inside an
allowable range and will be restored.

A series of numerical experiments was conducted to restore forces that were
evaluated for models of bogies 18-9810 and 18-9855 [10]. Figure 6 presents some
examples of force versus time dependencies, Fig. 7—force amplitudes spectra in
case of movement along a straight railway.

Fig. 7 Forces amplitudes spectra
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Significant harmonics have frequencies up to 50–100 Hz. The scheme allows us
to restore forces with desirable accuracy.

Conclusion

The article presents a brief review of known schemes of wheel rail contact forces
restoration. New algorithm of forces evaluation is presented that allow us to obtain
all force components and contact coordinates. Results of numerical experiments
show that errors are less than 5 % for dynamically changing forces.
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A Novel Design of an Electrical
Transmission Line Inspection Machine

Mohammad Reza Bahrami

Abstract This article is aimed at modeling of transmission line inspection robot in
order to improve the mechanical mechanism and achieving dynamical stability to
navigate through overhead electrical transmission lines while passing obstacles.
A new mechanical mechanism design is developed that allows robot navigate more
stable than current commercial inspection systems. The behavior of investigation
machine while passing obstacle for four critical modes as follows has been studied:
(1) Moving on a cable with maximum slope of 30° (2) Passing over aircraft warning
lights (3) Passing over aircraft clamps and dampers (4) Passing from the strain
insulators with/without twist in the horizon plane.

Keywords Investigation machine � Electrical transmission line

Introduction

Nowadays high-voltage transmission lines play important roles in human life.
Electric power is transmitted from generators to cities and industrial centers through
transmission lines. Consequently, if any damage and disruption happened to these
lines, human life and industries could face a number of problems. In order to
prevent further damages in the mentioned areas, inspection and maintenance of
high-voltage transmission lines are necessary and important. On the other hand,
inspection of high-voltage transmission lines performed by human forces would be
faced with danger, but by improvement of technology, robots have been used as
reliable machines instead of human forces in potentially dangerous environments
such as hot lines. Considering the fact that repair works are often complex to be
accomplished by a robot on hot lines, power companies have mainly used robots for
automating inspection tasks.
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Robotic inspection means the usage of autonomous or remotely controlled
machines that combine imaging, sensing, and other technologies to diagnose the
condition and situation of transmission line components. The idea is to decrease or
eliminate human exposure to potentially dangerous environments while collecting
the data required for inspection of transmission lines in order to decrease the cost of
repair. Transmission lines are faced with a variety of factors, which cause different
problems and limit lifetime of the lines, such as corrosion and wind induced
vibrations.

In the past two decades, some efforts have been made to make fully autonomous
and intelligent robots for inspection electrical transmission lines. The simplest
power lines have one conductor per phase hung on insulator strings, which can be
either suspension or strain insulators. Besides insulators, there are other obstacles
on the conductors, such as dampers, aircraft warning lights, and clamps. These
robots are able to pass the line equipment and the tower with obstacle avoidance
capability by using necessary sensors for hot line inspection. The other challenge is
that in windy climates, and even during navigation, sometimes the captured images
of the line became blurry, then in most of the proposed designs the image pro-
cessing which is used for navigation of a robot may be faced with problems.

The robot travels suspended from the conductor and has to cross obstacles along
the power line that requires complex robotic mechanisms including conductor
grasping systems and robot driving mechanisms. Moreover, an obstacle detection
and recognition system, robot control system, communication, inspection platform
equipped with necessary sensors and measurement devices, power supply and
electromagnetic shielding have to be considered in robot mechanism design and
construction. The robot’s mechanical mechanism as the main part of the robot
design may significantly affect other issues in the whole design process, such as
energy consumption and inspection data quality.

The first prototype of inspection robots was proposed to inspect telephone-lines
by Aoshima et al. [1]. As an initial prototype, it suffered several limitations such as
complexity of its control system and its low speed of movement. Sawada et al. [2]
designed a robot in order to inspect the optical fiber lines. The latter robots were
capable of moving on the lines with 30° slope and pass the mast tips, however, it
still lacked the speed of motion and stability. Higichi et al. [3] suggested a more
advanced robot for inspection of power lines. They tried to solve the stability
problem while passing over the obstacles, although they still had problems when
passing over clamps and other complicated hurdles. Tsujimura et al. [4] designed a
wired—suspended mobile robot for inspection of telecommunication cables. Their
robot was able to pass different kinds of obstacles in a snake-like motion on the
wires using linkage mechanism. Although their robot was ideal because of its
constant speed, it was not able to pass mast tips with changing of line direction. One
of the most advanced power transmission line inspection robots was LineScout
developed by Montambault and Pouliot in 2007 [5]. This robot was able to pass
different kinds of obstacles on the phase lines with high-speed motion. However, in
spite of high performance of the robot in field tests for moving on straight trans-
mission lines, it still required more improvements in order to pass the mast tips with
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change of line direction. A variety of other electrical line inspection robots with
different purposes are introduced and described in [6–9] for interested readers [10].

According to the mentioned issues, a novel and simple design for a kind of
power line inspection machine is needed. In order to accomplish this in the next
sections design of the robot, included environment design assumption has been
reviewed.

Description of a Novel Electrical Transmission Line
Investigation Machine

In order to design a mechanical mechanism for an inspection robot, firstly it is
necessary to have some knowledge about the environment where the robot is
desired to work.

The Environment Design

As one knows, power lines are also complicated environments and navigation for
robots is difficult. In the simplest power lines one can see only one conductor per
phase. Hung on insulator strings, these insulators can be either suspension or strain.
Besides insulators, other types of obstacles on the conductors also exist, such as
clamps, dampers, aircraft warning lights etc. (Fig. 1).

In this article, assumption of environment design parameters are shown in
Table 1.

Basic Mechanical Concepts

The basic mechanical schematic of the robot can be seen in Fig. 2. A Diagnostic
Machine has been considered by having around three independent frames (Fig. 2):
the wheel frame (blue parts), which includes two couple motorized traction wheels,

Fig. 1 Different obstacles on electrical line conductors: a suspension insulator, b strain insulator,
c damper, d aircraft warning sphere
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the arm frame (brown parts), with one arms and one grippers, and the center frame
(grey box), which links together the first two frames (called “main body”) and
allows them to slide and rotate. In the proposed robot, active and passive mecha-
nisms enable it to move over various obstacles on wires, such as dampers, clamps,
warning balls etc.

The main body has an important role in a system of a mobile platform since the
movement of the two other frames is generated by sliding them in opposite
directions. Also it should be mentioned that about 40 % of the platform’s weight is
related to this part. Therefore, the main body has to be stiff for expected platform
behavior as flexible enough to adapt to particular situations, like when the robot is
faced with a change in direction of the conductor at a suspension clamp.

The passive mechanisms also include a set of spring dampers installed in each
joint of robot arms.

The behavior of a robot while passing an obstacle at five critical modes as
follows has been considered:

Table 1 Design parameters Line components Value

Conductor diameter 15–50 mm

Maximum obstacle length 0.76 m

Number of conductors 1

Maximum slope in span 30°

Fig. 2 Robot schematic
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1. Moving on a cable with maximum slope of 30°
Figure 3 shows mounting of the robot on a conductor with the slope. As shown
in Fig. 3 by rotating wheels and using passive mechanisms, the main body
remains horizontal, which leads to an improved stability and mobility at any
cable slope. Also in this situation, in order to prevent the robot from sliding on
the conductor, a spring mechanism has been used between couple wheels that
can produce enough interaction force.

2. Passing over aircraft warning lights
The robot can pass the warning ball in the eight-stage process (Fig. 4). As a
warning ball is reached, the arm frame is used. In this case the arm and gripper
with the help of one of a couple of wheels can temporarily support the robot while
the other wheels are transferring to the other side of the obstacle (Fig. 4a–d). To
accomplish this, the wheels themselves are needed to flip down under the
obstacle. Then the arm frame transfers to the other side of the robot, and in its last

Fig. 3 Moving on a cable with maximum slope of 30°

Fig. 4 Passing from aircraft warning balls
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stages, with the help of one of the coupled wheels, it can temporarily support the
robot while the other wheels are transferring to the other side of the obstacle as
shown in Fig. 4e–h.

3. Passing over clamps and dampers
The robot can pass the clamps and dampers by using passive mechanisms. As
shown in Fig. 5 as one of these kinds of obstacles is reached, wheels are
separated from each other. Meanwhile the interaction force between the wheels
and conductor produced by passive systems (spring between wheels links) is
enough in order to prevent from disconnecting wheels and conductor.

4. Passing from the strain insulators with/without twist in the horizon plane
As a strain insulator is reached, the arm frame is used. In this case the arm and
gripper can temporarily support the robot while the wheels are transferring to the
plane vertical to the conductor with the help of rotary joints located on the main
body. When the wheels are grabbing the conductor, then the arm frame will
return to its stationary position to the robot, and the robot will continue the
movement as movement on the conductor that has a slope. When the robot
comes up from the conductor and reaches the other strain insulator, the arm and
gripper can temporarily support the robot while the wheels are transferring to the
plane vertical to the conductor (Fig. 6).

Fig. 5 Passing over clamps and dampers

Fig. 6 Passing from the strain insulators twist in the horizon plane
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Conclusion

A new model of transmission line inspection robot is proposed for improving the
mechanical mechanism and achieving dynamical stability to navigate through
overhead electrical transmission lines while passing obstacles. A new mechanical
mechanism design is being developed that allows a robot to navigate with more
stability than current commercial inspection systems. In the proposed robot, active
and passive mechanisms will enable it to move over various obstacles on wires,
such as dampers, clamps, warning balls etc. The behavior of the investigation
machine while passing an obstacle for four critical modes as follows has been
studied: (1) Moving on a cable with maximum slope of 30° (2) Passing over aircraft
warning lights (3) Passing over aircraft clamps and dampers (4) Passing from strain
insulators with/without twist in the horizon plane.
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One Stable Scheme of Centrifugal Forces
Dynamic Balance

Vladimir I. Karazin, Denis P. Kozlikin, Alexander A. Sukhanov
and Igor O. Khlebosolov

Abstract The paper deals with dynamically balanced centrifugal forces of inertia
in rotary shakers. It is considered as a stable scheme of an automatic unloading
rotor vibrator mounted on the platform of a centrifugal test stand.

Keywords Centrifugal test stand � Vibration � Stable � Balancing the forces of
inertia

Statement of the Problem and the Problems
of Implementation

Test the strength of the various devices in the mechanical vibration carried out on
special vibrating tables, split time exposure to the test product into two groups:
short-acting and long-acting. The former, in particular, are vibroimpact mechanical
displays, detailed in [1–4]. The disadvantages of such stands are the lack of the
possibility of imposing a large vibration constant acceleration. Such an opportunity
is feasible in the stands of the second group. In particular, the rotary vibrating tables
are functioning and the problems arise in the present study.

A rotational or centrifugal shaker is represented in Fig. 1. The spindle 1 motor
rotates the D with an angular velocity X providing a predetermined linear cen-
tripetal acceleration A0. At the end of plate 2 at a distance R from the axis of
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rotation mounted electromechanical vibrator 3, the radial vibration table vibrator
creates a mass m0 on which the product taken by the test is mass m1. The elastic
member of the vibrator has a small rigidity c, so that its natural frequency is below
the operating frequency range of the vibrator.

Featured centrifugal shakers act under sufficiently stringent conditions for their
operation as well as an extremely broad range of frequencies and accelerations is
required. Thus, for example, a considered shaker should provide linear acceleration
in the range 10–150g (g = 9.81 m/s2—free fall acceleration), which is superimposed
on the radial vibration with a frequency of 5 to 2000 Hz at accelerations in a
vacuum table 100g with a maximum amplitude of up to 20 mm. WE get the
maximum electromagnetic force of the vibrator 50 kN, the mass of products
0–50 kg, and the radius of the location of the unit R = 2.5 m. The natural frequency
of the vibrator is approximately equal to 3 Hz.

The consequence of these broad requirements for a shaker is complete loss of its
original classical scheme shown in Fig. 1. To see this we find the static displace-
ment x0 of an empty platform of the vibrator by the centrifugal force of inertia at the
maximum linear acceleration A0 = 150g. First, we find the rigidity of the elastic
element of the vibrator c on its own frequency k.

c ¼ k2m0 ¼ 3 � 2pð Þ250 ¼ 17765N=m:

Then

x0 ¼ F0

c
¼ m0A0

c
¼ 50 � 150 � 9:81

17765
¼ 4:14m;

which is absolutely unacceptable! Note that the table of the vibrator with the
product will move even further!

Fig. 1 Centrifugal shaker
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Traditional Circuit Static Unloading Centrifugal Forces
of Inertia

To reduce the static deflection of the table there are some simple oscillator circuit
dynamic unloading of centrifugal forces of inertia. Some of them are discussed in
[5–12]. The basic idea is to attach to a table a vibrator rod 4 (Fig. 2) corresponding to
the mass m of the counterweight, which creates a compensating force to unload −F0.

At equality of arms of the vibrator and a counterweight (distances R from the
respective centers of mass from the axis of rotation), the mass of the counterweight
should be equal to

m ¼ m0 þm1: ð1Þ

However, the problem is not limited to the selection of the exact mass of the
counterweight (1). More relevant is the problem of a possible loss of stability of the
rotating masses. We write the equation of the relative motion of the mass along
the radius of the rotating platform 2, subject to the balance of the shoulders and the
masses (1) of the rotor vibration of the vibrator and without the installed product:

2m0€x ¼ �cxþm0X
2 Rþ xð Þ � m0X

2 R� xð Þ; ð2Þ

where x is the radial deviation of the position of the vibrator table of dynamic
equilibrium. Cutting the same magnitude and opposite in direction of the force of
inertia, we obtain the equation

2m0 x
:: þm0 k2 � 2X2� �

x ¼ 0; ð3Þ

Fig. 2 Unloaded centrifugal shaker
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which agrees qualitatively with [13, p. 41]. Stability of equilibrium depends on the
sign of the generalized dynamic stiffness C ¼ m0 k2 � 2X2� �

. When C\0 buckling
occurs and can provoke an emergency, which is absolutely unacceptable!

The critical rotation speed of the stand conditions C ¼ 0. It is

Xkp ¼ kffiffiffi
2

p ¼ 3ffiffiffi
2

p ¼ 2:12Hz: ð4Þ

We now define the desired rotation speed of the stand for maximum linear
acceleration A0 ¼ 150g:

X0 ¼
ffiffiffiffiffi
A0

R

r
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
150 � 9:81

2:5

r
¼ 24:26 rad=s ¼ 3:86 Hz[Xkp ð5Þ

Thus, even with an empty table, a large linear acceleration is guaranteed by the
loss of stability. When installed on a table vibrator, the test product’s natural
frequency of the rotor of the vibrator is reduced and the critical spindle speed stand
also will decrease, thereby reducing the operating range of linear acceleration.

Another possible scheme for unloading a dynamic shaker is installed instead of,
or in addition to a permanent counterweight that is a lighter air spring vibrator rotor
[6]. However, inevitably and undesirably, the natural frequency of the vibrator and
the rotor increases and, in addition, will increase the force required for vibration of
the electromagnet, which the vibrator cannot give. These nonlinear elastic char-
acteristics of the air spring exacerbates the problem of stability and makes the
prospect of using a pneumatic unloading very elusive. Note that the use of these
metal springs worsens due to their having movable weight distribution and a wide
range of natural frequencies.

These disadvantages of the known schemes of dynamic compensation of cen-
trifugal forces of inertia shakers require the development of new schemes. Dynamic
Balance shakers are fundamentally resistant not only to the initial conditions, but
also to changes in the parameters of the system (for example, variable mass of the
test article or the speed of rotation).

The Stability of the Scheme Automatically Unloading
the Rotor Vibrator

Figure 3 shows one of the possible schemes of automatic unloading of the rotor by
centrifugal force of the vibrator inertia providing stability of a stationary equilib-
rium in a rather wide range of parameters and initial conditions.

Unlike previous schemes Fig. 2 shows that the discharge pattern is comple-
mented by a rigid rectangular triangle ABC 5, and is pivotally connected with the
rod 4 at a right angle C. This weight is placed in the counterweight m at the top of
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the triangle B at the same distance R from the axis rotation. A lower apex of the
triangle A is pivotally fastened to another platform 6, and rotates together with the
spindle 1. This BC cathetus of the triangle is a continuation of the rectilinear rod 4
and the cathetus AC parallel to the axis of rotation in an initial state.

Qualitative resistance in the above diagram of unloading is explained as follows.
Suppose that for some reason a table with a vibrator mounted product will move,
for example, to the right to a certain amount x. Then approximately the same
magnitude and point C is displaced by triangle 5. When the latter rotates about the
hinge A it moves clockwise to an appropriate angle. But then, in addition to the
centrifugal inertial force applied to the counterweight m (slightly reduced), it thus
restores the torque applied to the triangle 5 counterclockwise. This point will return
to the starting position of the triangle, and with it the vibrator table with the test
product.

If you change the weight m1 of the product, discharge stability of the scheme is
maintained and, only slightly changes the position of the equilibrium: Triangle 5
turns so that the total effect of inertial forces and moments acts on the counterweight
as compensated inertial force which is acting on the rotor of the vibrator.

This scheme allows automatic unloading and, if necessary, holds the vibrator
rotor on one and the same distance from the axis of rotation of products with
different masses. To do this properly we adjust the mass of the counterweight or
move the hinge A to platform 6.

To accurately determine the stability conditions of the proposed scheme
unloading, turn to Fig. 4. Here m is plenty of table vibration mounted with the test
product and the mass of the counterweight placed at the same distance R from the
axis of rotation as the vibrator table x is table radial displacement of the vibrator
from the equilibrium position, Da are these angles of rotation of the triangle ABC,
the corresponding radial displacement x.

Fig. 3 Sustained self-balanced centrifugal shaker
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We find the generalized dynamic stiffness C deflection table on the value of the
vibrator x.

The resulting restoring force is then equal to

F ¼ �Cx ¼ �cxþF0 � FC; ð6Þ

where F0 is the centrifugal force of inertia acting on the vibrator table:

F0 ¼ mX2 Rþ xð Þ; ð7Þ

where FC is the centrifugal force of inertia acting on the counterweight, but reduced
to the point C of ABC. The latter is converted from the inertial force at point B

FB ¼ mX2 R� xBð Þ ð8Þ

by equating the moments of forces FB and FC relative to point A:

FByB ¼ FCyC: ð9Þ

Necessary variables are found in the assumption that the radial displacement of
the vibrator table x:

Da ¼ x
b
; xB ¼ cDa � cos a ¼ x; yB ¼ bþ cDa � sin a ¼ bþ a

b
x; yC ¼ b: ð10Þ

Substituting (10) into (6)–(9) and neglecting infinitely small second-order term
x2, we obtain

F ¼ � cþmX2 Ra
b2

� 2
� �� �

x; ð11Þ

Fig. 4 The deviation from the equilibrium position
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where we find a generalized dynamic stiffness, which is the sustainability of the
proposed scheme of dynamic unloading of centrifugal force that must be positive:

C ¼ cþmX2 Ra
b2

� 2
� �

[ 0: ð12Þ

For (12), only if the following simple and easily feasible conditions for stability,

Ra[ 2b2: ð13Þ

For example, when a ¼ b (the triangle ABC is isosceles) enough to counter-
balance the radius of the location would be more than two legs of the triangle ABC:

R[ 2a:

There is a very important advantage of the proposed scheme of Dynamic
Balance inertial forces over traditional schemes. A sufficient condition for the
stability of (13) is exclusively geometric. This means that the stability is not affected
by the rigidity of the vibrator, audio weight products or the rotation speed of the
stand! Moreover, in contrast to the linearized model, based on which the stability
conditions were obtained, the actual scheme is non-linear, which ensures absolute
stability and full security in any proportion of variable parameters by a hard peg
hinge A to the rotating platform 6. However, as already noted, the change of mass
products would lead to only a slight deviation of the equilibrium position, which,
however, may optionally be offset by adjusting the mass of the counterweight or
corresponding displacement of the hinge A.

Finally, if the condition of mass balance (1) with equal arms of the vibrator and
counterweight equilibrium position of the vibrator table remain at any spindle speed
stand, this will be significant when tested at various speeds.

Simulation of Circuits of Automatic Unloading of the Rotor
from the Inertial Forces of the Vibrator

To confirm the efficiency of the proposed scheme of automatic unloading of the
rotary test stand by the centrifugal forces of inertia, we simulate operation of the
mechanism shown in Fig. 3, the application of Solid Works Motion of Solid Works.
This application allows one to use a numerical integration method to analyze
movement of the coupled system of bodies.

Reproduction in Solid Works three-dimensional model as an unloading device is
shown in Fig. 5.

This model consists of a fixed support 1, with respect to which the platform 2 is
rotated at a predetermined angular velocity Ω. At the end of platform 2, at a distance
R from the axis of rotation of the installed mass of 3 (m), it imitates the rotor with a
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vibrator mounted on a test object. The weight 3 is connected with the rod 4, which
in turn connects to a rigid rectangular triangle 5 (ABC). Items 3, 4 and 5 are
connected between a rotational kinematic pairs. The top of the triangle A is piv-
otally secured to the platform 2. The apex B at a distance R from the axis of rotation
of the counterweight 6. The mounted model provides that translational movement
of the mass 3 always occurs strictly parallel to the plane of plate 2 (h = const).
Weight 3 under the action of a harmonic force of the vibrator can reciprocally move
along the radius of the stand. The origin of this movement (0) coincides with the
position of dynamic equilibrium.

Initial data for the following simulation. Consider a Weight table vibrator
mounted with a product and the mass of the counterweight m = 50 kg, radius
placing table vibrator and counterweight R = 2.5 m, the rotation speed of the stand
Ω = 20 rad/s, which corresponds to a linear constant acceleration A0 = 102g.

When exactly as masses m and shoulders R, centrifugal forces are balanced and
the system will be in a state of dynamic equilibrium, which is confirmed by sim-
ulation. The corresponding schedule does not mean it is uninformative.

To determine the stability of the equilibrium state of the vibrator, reject the table
on the right by the amount x = 10 mm. The simulation results (the coordinates of the
vibrator table from time to time) are shown in Fig. 6.

The resulting dependence of the vibrator table shows that the system established
stable free oscillations with a frequency corresponding to the generalized dynamic
stiffness (12).

To eliminate the continuous oscillations in dissipation it is appropriate to make,
for example in the form of friction, kinematic pairs of nodes (as in the model and
the real stand). The result account of friction is presented in Fig. 7.

After we have seen the stability of dynamic equilibrium of the system, you can
“turn on” vibrator, creating a reciprocating table mounted with a product. Enclose
in Solid Works Motion to table the vibrator to the amplitude of the harmonic force
of 100 N and a frequency of 8 Hz. The result of such a complex spatial modeling is
shown in Fig. 8. It is clearly seen that after the decay transients are forced vibration
table vibrators with a predetermined frequency.

Now consider the case of a mass unbalance vibrator. Let the mass of the vibrator
to the mass of the product be per 1 kg counterweight. The simulation results of

Fig. 5 Model shaker in solid works
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Fig. 6 Fluctuations vibrator table when his initial rejection

Fig. 7 Damped oscillations of the vibrator table with friction

Fig. 8 Forced vibration table vibrator
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forced oscillations of the vibrator table with Dissipation at an initial rejection x ¼ 0
is shown in Fig. 9. In this case, the position of dynamic equilibrium is stable, and
rotor vibration occurring around the new equilibrium position can optionally adjust
the selection of mass of the counterweight or corresponding displacement of the
support A on frame 2 (see Fig. 5).

Conclusions

Analytic study and numerical modeling of the proposed scheme dynamically
unload the centrifugal forces of inertia and demonstrates its efficiency and sus-
tainability in a wide range of parameters, and test actions. The unit operates in
automatic mode, it is easy to produce, does not require serious presets and provides
additional safety tests due to “snap” to the platform at the point A.
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New Effective Data Structure
for Multidimensional Optimization
Orthogonal Packing Problems

Vladislav A. Chekanin and Alexander V. Chekanin

Abstract A new multilevel linked data structure designed for fast construction of
packing schemes during solving of orthogonal packing problems is considered in this
paper. The computational experiments that were carried out demonstrate the high time
efficiency of the proposed data structure compared to an ordered simple linked list that
requires ordering of all its elements after placing a new object into a container.

Keywords Orthogonal packing problem � Data structure � Multilevel linked data
structure � Resource allocation � Optimization

Introduction

Orthogonal packing problems are related to NP-completed problems of combina-
torial optimization. Solution of a large number of practical problems of resource
allocation in industry and engineering leads to solving orthogonal packing problems
[1]. In particular, this problem takes a place in solving of such important problems
as optimal filling up of containers, logistics planning, transportation loading, traffic
and calendar planning, waste minimization in cutting and many others [2–6].

Consider the statement of the D-dimensional orthogonal packing problem. Here
are a set of N orthogonal containers (D-dimensional parallelepipeds) with the
dimensions fW1

j ;W
2
j ; . . .;W

D
j g; j 2 1; . . .;Nf g and a set of n orthogonal objects (D-

dimensional parallelepipeds) with the dimensions w1
i ;w

2
i ; . . .;w

D
i

� �
; i 2 1; . . .; nf g.

We denote the position of an object i in a container j by ðx1ij; x2ij; . . .; xDij Þ. In this
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problem it is necessary to place all objects into the minimal number of containers on
performing of the following conditions of the correct placement [2, 7]:

1. all edges of the packed orthogonal objects are parallel to the edges of the
orthogonal containers;

2. all packed objects do not overlap each others, i.e.,

8j 2 1; . . .;Nf g; 8d 2 1; . . .;Df g; 8i; k 2 1; . . .; nf g; i 6¼ k

xdij � xdkj þwd
k

� �
_ xdkj � xdij þwd

i

� �
;

3. all packed objects are within the bounds of the containers, i.e.,

8j 2 1; . . .;Nf g; 8d 2 1; . . .;Df g; 8i 2 1; . . .; nf g xdij � 0
� �

^ xdij þwd
i �Wd

j

� �
:

To solve all the orthogonal packing problems it is common to use various
heuristic and metaheuristic optimization algorithms [6, 8–10].

Multilevel Linked Data Structure for Orthogonal Packing
Problems

Papers [4, 11] show an efficiency of the proposed model of potential containers
intended to describe packing schemes that are generated during solving the multi-
dimensional orthogonal packing problems. In this model any free space of a con-
tainer is described by a set of potential containers in the form of orthogonal objects
with the largest dimensions, placed at some points of the container, with no overlap
by them and with all packed into the container objects and the edges of the container.
Each potential container k is described with a vector p1k ; p

2
k ; . . .; p

D
k

� �
containing its

dimensions as well as with a vector x1k ; x
2
k ; . . .; x

D
k

� �
containing coordinates of one of

its points which is nearest to the origin of a container which it contains.
A statement of the multidimensional orthogonal packing problem includes

specifying a direction of container load as the priority selection list LP ¼
P1;P2; . . .;PDf g of the coordinate axes, where Pd 2 1;D½ � 8d 2 1;D½ �. To achieve

placement of all objects into a container in a predetermined load direction all the
potential containers are chosen according to the priority selection list LP.

For managing of sets of potential containers we offer a new data structure named
as a multilevel linked data structure. The basis of the developed data structure is the
idea of presenting a set of coordinates of potential containers as a set of recursively,
embedded each to the others, ordered linear queues.

A set K of potential containers located in points x1k ; x
2
k ; . . .; x

D
k

� �
; k 2 K in the

multilevel linked data structure is represented as a D-level, recursively embedded
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each to the other linear queues, are ordered by increase of their items as it shown on
Fig. 1. Each item j of a queue i on a level Pd contains a coordinate s

Pd
i;j ¼ xPd

k of such

a potential container k that within each queue the inequality sPd
i;j \sPd

i;jþ 18Pd 2 LP
must be satisfied. Sorting of all items in the multilevel linked data structure is
performed automatically by inserting a new element into a position list, which
satisfies this inequality.

For example we consider a three-dimensional orthogonal container in the form
of a parallelepiped that contains a set K of potential containers described by vectors
Xk ¼ x1k ; x

2
k ; x

3
k

� �
; k 2 K as given in Table 1. The multilevel linked data structure

for a load direction LP ¼ 1; 2; 3f g for this case is shown on Fig. 2.

Computational Experiment

The effectiveness of the proposed multilevel linked data structure is investigated on
the standard two-dimensional orthogonal bin packing problems taken from the
OR-library (http://people.brunel.ac.uk/*mastjjb/jeb/info.html). OR-library is a test
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Fig. 1 Multilevel linked data structure

Table 1 Original coordinates
of three-dimensional potential
containers

Number of a point (k) 1 2 3 4 5 6 7 8 9 10

Coordinate x1k 0 2 2 2 4 0 4 0 4 2

Coordinate x2k 1 3 7 9 1 2 1 2 1 7

Coordinate x3k 0 1 5 6 2 1 3 3 1 2
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Fig. 2 Multilevel linked data structure generated for a load direction LP ¼ 1; 2; 3f g
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library for a variety of operations research problems. These two-dimensional
standard test instances 2DBPP (2D Bin Packing Problem) were proposed by Fekete
and Schepers [12].

Computational experiments were carried out using a developed application
software Packer [9] on a personal computer (CPU—AMD 1.79 GHz, RAM—
1.12 GB). This software is specially created to solve a variety of cutting and
packing problems requiring optimization of orthogonal resources.

In all instances containers are the same and have dimensions 100 × 100. All
objects in considered packing problems are grouped into four classes given in
Table 2. In each computational experiment, orthogonal packing problems of three
types were solved with different ratios of object classes (see Table 3). For each of
this type we considered test instances with a total number of objects equal to 40, 50,
100, 150, 250, 500 and 1000. A series of 100 numerical experiments was performed
for each test problem.

The efficiency of the new data structure is estimated by relative time efficiency
T that is calculated by formula

T ¼ tl
tm

� 100%;

where tl and tm—time was spent on placing all the objects when using the simple
linear linked list and at using the multilevel linked data structure, respectively.

Figure 3 gives a diagram, based on the averaged test results obtained for all types
of considered two-dimensional orthogonal packing problems (ngcutfs 1-3). This
diagram shows that the proposed multilevel linked data structure provides faster

Table 2 Geometrical parameters of packed objects in test instances

Class of
objects

Feature of
objects

Range of length
distribution

Range of width
distribution

Class 1 Wide [1, 50] [75, 100]

Class 2 Long [75, 100] [1, 50]

Class 3 Large [50, 100] [50, 100]

Class 4 Small [1, 50] [1, 50]

Table 3 Types of test
packing problems

Types of problems Ratios of object classes, %

Class 1 Class 2 Class 3 Class 4

Type 1 (ngcutfs 1) 20 20 20 40

Type 2 (ngcutfs 2) 15 15 15 55

Type 3 (ngcutfs 3) 10 10 10 70
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placement of objects compared to the simple linear linked list which uses for sorting
the algorithm Quicksort—one of the fastest known sort algorithm [13].

Results of carried out computation experiments on solving three-dimensional
orthogonal packing problems that demonstrate the efficiency of application of the
multilevel linked data structure are given in paper [14]. The results are the same as
obtained here showing that the time efficiency of a multilevel linked data structure
increases with the number of objects. This data structure is the most effective to
solve packing problems with a large number of objects belonging to several object
types of slightly different size.

Conclusion

A new effective data structure applicable to any dimensional orthogonal packing
problems has been proposed. The developed multilevel linked data structure is
based on the idea of representation of a set of coordinates of potential containers as
recursively embedded, each to the others, ordered linear linked lists. The depth of
this data structure is equal to the dimension of the considered orthogonal packing
problem.

The computational experiments carried out on standard instances of
two-dimensional orthogonal packing problems demonstrated the high efficiency of
the proposed data structure compared with the simple ordered linear linked list.
Multilevel linked data structures increase the speed of construction of two- and
three-dimensional packing schemes more than twice in practice.
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One-Dimensional Models in Turbine
Blades Dynamics

Vladimir V. Eliseev, Artem A. Moskalets and Evgenii A. Oborin

Abstract Turbine blades are considered as straight naturally twisted rods. Two
models are discussed: Bernoulli–Euler beam and Cosserat rod. Linear theories with
small displacements, rotations and loads are used. The equations of dynamics
taking into account bending, twisting, axial and shear deformations and cross links
between them are derived. The stiffness coefficients in elasticity relations are
defined. In the case of harmonic oscillations, we have for amplitudes the ordinary
differential equations solved by means of computer mathematics (Mathcad). As a
result the normal modes, the natural frequencies and also the amplitudes of forced
oscillations are obtained. For the Bernoulli–Euler beam the Lagrange–Ritz–
Kantorovich variational approach with approximations of deflections is proposed.
The unknown coefficients of approximation depending on time are found by the
numerical integration of the Lagrange system of equations. Proposed methods are
applied to calculation of the real turbine blade.

Keywords Turbine blades � Naturally twisted rods � Linear rod theory � Elastic
modulus � Natural frequencies � Normal modes � Variational approach � Forced
oscillations � Computer mathematics

Introduction

The analysis of turbine blades stress-strain state continues to attract the attention of
mechanical engineers [1–7], but the focuses in that area are shifted. Initially turbine
blade calculations of the beams [8–10] predominated, but then finite element
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analysis of three-dimensional models began to displace them [11]. However, the
scopes of one-dimensional models have not been exhausted. By using them,
problems that were unassailable in a three-dimensional formulation [12, 13] can be
solved. Considering rod models is justified if the peculiar properties of the
three-dimensional stress-strain state have not appeared [14, 15].

The goal of this work is the creation of engineering methods of turbine blade
calculation with two one-dimensional models [16, 17]: the Bernoulli–Euler beam
(with bending in two planes) and the Cosserat rod. For the beam, the variational
method of Lagrange [18] with its combination of computer mathematics [19] is
used, allowing us to solve also some difficult nonlinear oscillation problems [17].

The full one-dimensional model of a turbine blade as a twisted rod [20–22],
taking into account bending, twisting and axial deformations as interconnected, is
more complex. The cross link between bending and twisting arises from the dif-
ference between the center of stiffness and the center of mass. The cross link
between extension and twisting arises from natural twisting. The analysis of such a
difficult model became possible due to progress in elastic rod mechanics [18, 23–
25] and computer mathematics.

Blade as Beam with Bending in Two Planes

We involve the triple of Cartesian axes directing the z-axis through the cross section
centers of mass (we assume that the centers of mass lie on the same line). The
displacement of a twisted rod always has two components ux; uy, which are the
functions of coordinate z and time t. The kinetic energy is the integral along the
blade length:

T ¼ 1=2
Z l

0

q _u2x þ _u2y
� �

dz ð1Þ

where q is the mass distributed per unit length.
We define potential energy in the usual way for the beam theory assumption, that

the axial displacement at the bending is uz ¼ �xu0x � yu0y (here prime is the
derivative with respect to z):

P ¼ E=2
Z l

0

dz
Z
F

u0z
2dF ¼ E=2

Z l

0

Jxu
00
x
2 þ 2Jxyu00x u

00
y þ Jyu

00
y
2

� �
dz ð2Þ
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(here E is Young’s modulus). We introduce the moments of inertia as integrals
Jx ¼

R
x2dF; Jxy ¼

R
xydF; Jy ¼

R
y2dF over the cross section F.

From the model with distributed parameters we proceed to the discrete one by
means of displacements approximation

ux z; tð Þ ¼
Xn
k¼1

Uxk tð Þuk zð Þ ¼ Ux tð ÞTu zð Þ; uy z; tð Þ ¼ Uy tð ÞTu zð Þ ð3Þ

(with matrix notation). The functions Ux;y tð Þ characteristic to the Kantorovich
method [18] play the role of generalized coordinates and are subject to the defi-
nition by the Lagrange equation system. The coordinate functions uðzÞ are given
according to the boundary conditions (fixed at z ¼ 0). We accept

ui zð Þ ¼ z1þ i; i ¼ 1; . . .; n: ð4Þ

Substituting formulas (3) and (4) into the definitions (1) and (2), we obtain the
kinetic energy and the potential energy of the blade discrete model:

T ¼ 1=2 _UT
x m _Ux þ _UT

y m _Uy

� �
; m ¼ q

Z l

0

uuTdx;

P ¼ 1=2 UT
x CxUx þ 2UT

x CxyUy þUT
y CyUy

� �
;

Cx ¼ E
Z l

0

Jxu
00u00Tdz; Cxy ¼ E

Z l

0

Jxyu
00u00Tdz; Cy ¼ E

Z l

0

Jyu
00u00Tdz

ð5Þ

with the stiffness matrix and the inertia matrix.
The generalized forces for the Lagrange equations are found by the virtual work:

Z l

0

fxdux þ fyduy
� �

dz ¼ QT
x dUx þQT

y dUy; Qx ¼
Z l

0

fxudz: ð6Þ

The column Qy is founded similarly. Here fx; fy are the components of the dis-
tributed per unit length load.
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Lagrange Equations and Solving of Them

Reducing the notation (1–3) by involving block columns and block matrixes

U ¼ Uy

Uz

� �
; M ¼ m 0

0 m

� �
; C ¼ Cx Cxy

Cxy Cy

� �
; Q ¼ Qx

Qy

� �
; ð7Þ

we write the Lagrange equations

@K

@ _U

� ��
� @K
@U

¼ � @P
@U

þQ ) M €UþCU ¼ Q tð Þ: ð8Þ

In the case of free oscillations (Q ¼ 0), the main oscillations are considered with
the normal modes U and the natural frequencies k:

U tð Þ ¼ U sink t; C � k2M
� �

U ¼ 0: ð9Þ

Here is the generalized eigenvalue problem solved by the Mathcad built-in func-
tions [19].

The normal modes Ui have the well-known properties of orthogonality.
Normalizing the modes we obtain UT

i MUk ¼ dik; U
T
i CUk ¼ k2i dik. Expanding the

displacement according to the modes, we arrive to the main coordinates Vi:

U tð Þ ¼
X2n
i¼1

Vi tð ÞUi ¼ CV ; C ¼ U1. . .Unð Þ ð10Þ

The basis matrix C is composed of the mode columns. With the main coordinates
we write

K ¼ 1
2

X
_V2
i ; P ¼ 1

2

X
k2i V

2
i ;

€Vi þ k2i Vi ¼ Pi tð Þ; P ¼ CTQ: ð11Þ

The underlined equation is solved with Duhamel’s integral

Vi ¼ Vi 0ð Þ cos kitþ _Vi 0ð Þk�1
i sin kitþ k�1

i

Z t

0

Pi sð Þ sin ki t � sð Þds: ð12Þ

The formulas (3), (10) and (12) give the solution of the forced oscillation problem if
the frequencies and modes are known.
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The calculation is simplified if computer mathematics (Mathcad) is utilized. The
set of frequencies and the basis matrix C are found by the built-in functions genvals
and genvecs.

The calculations of the specific blade produced by one of the companies of
Russia are done. The length of the blade l ¼ 0:78 m, the cross section is presented
in Fig. 1. The cross section profile is bounded by the graphs of two functions
yl xð Þ; yt xð Þ defined by points with regression (the built-in functions regress and
interp):

The approximation of displacements (3) with the number of terms n ¼ 5 is
accepted. Then the number of degrees of freedom, of the frequencies and of the
modes is 2n ¼ 10. In Fig. 2 the results for the first six modes are presented:

Further we discuss an example of calculation of transient forced oscillations. The
distributed per unit length loads are given by

fx;y z; tð Þ ¼ fx;y zð Þ cos x tð Þtð Þ; x tð Þ ¼ k0 þ _kt ð13Þ

-80

-40

0 

40

-150 -50 50 150

Fig. 1 The blade cross section in mm

Fig. 2 The normal modes
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where fx;y zð Þ are the presented blade aerodynamics results, and k0; _k are given
constants. We have an abruptly applied load with a pass through the resonance, and
k0 is less than one of natural frequencies. The calculation according to the above
discussed method does not cause difficulties, and the integrals (12) are computed by
means of Mathcad.

Note, that due to computer mathematics the preliminary calculation of the fre-
quencies and the modes ceases to be compulsory—the system of ordinary differ-
ential Eq. (8) (ODE) can be integrated right off. We represent this system

_U ¼ v; _v ¼ M�1 Q� CUð Þ ð14Þ

and appeal to the built-in function Radau. This function is a special numerical
method for solving the stiff systems of ODE [19]. The conventional Runge–Kutta
methods turn out to be ineffective for the system (14). In Fig. 3 results for the pass
through the first resonance with fx zð Þ ¼ 1000 ¼ �fy zð Þ; k0 ¼ 470; _k ¼ 2 are pre-
sented (in m). The amplitude of the oscillations ≈4 cm—such large deformations
are not allowed.

Considering the forced harmonic oscillations, the system (9) for the amplitudes
becomes nonhomogeneous and can be solved by the Mathcad built-in function.

Full One-Dimensional Rod Model

The Cosserat rods are represented as material lines for which particles the dis-
placement vector uðz; tÞ and the small rotation vector hðz; tÞ (as the functions of
coordinate and time) are given. Interactions are expressed by the force vector Qðz; tÞ
and the moment vector Mðz; tÞ. The full system of equations of the linear elastic rod
mechanics has the form [18]:

( , )xu l t ( , )yu l t

-0.01

-0.005

0 

0.005

0.01

0 5 10
-0.06 

-0.03 

0

0.03

0.06

0 2 4 6 8 10

Fig. 3 The transient oscillations
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Q0 þ q ¼ qu
::
; M0 þ k� Qþm ¼ G � h

::

;

h0 ¼ A �MþC � Q; u0 ¼ h� kþB � QþM � C: ð15Þ

The first two equations express the laws of balance of momentum and angular
momentum. In them q is the distributed per unit length mass, G is the inertia tensor,
k is the tangent unit vector (z-axes). The third and the fourth equations are the
elasticity relations connecting the deformation vectors h0 and c ¼ u0 � h� k with
the force factors (the stress resultants). Note that the deformation vector h0 defines
curving and twisting of the rod, and the vector c defines extension (compression)
and transversal shear. In elasticity relations we have three tensors of compliance: A
is the compliance in bending and twisting, B is the compliance in tension and shear
and C is the tensor of cross links.

The distributed per unit length force q and moment m are the applied external
loads in (15). They are assumed to be small in the considered linear theory as like as
u; h;Q;M. Then G;A;B;C correspond the initial (unstrained) state and do not
depend on time.

The tensors of compliance A;B;C are founded by means of the theory of elas-
ticity from the solution of Saint-Venant problem or (which is more difficult) from
the asymptotic analysis of the three-dimensional problem with small thickness [19].
The calculation of the compliance tensors is a separate topic beyond the scope of
this work.

The model with the Eq. (15) is called full because it describes bending, twisting
and extension of the rod as interconnected deformations. Defined by tensor C cross
links arise from shifting of the mass center and from natural twisting. The conse-
quence of this links is the simultaneous bending, twisting and tension of the blade
practically under any load.

Further the full one-dimensional blade model, the method of calculation using
computer mathematics and the estimation of the link’s influence on the stress-strain
state are presented.

The principal directions of the inertia tensor G are rotated with regard to initial
ones (with z ¼ 0) by an angle u zð Þ. The twist X ¼ u0ðzÞ is involved. For the
straight rod from the generalized Saint-Venant problem, it is established [22]:

A ¼ EIð Þ�1 þAzkk; B ¼ lFKð Þ�1 þBzkk; C ¼ AzkgþCzkk ð16Þ

Here J ¼ R
xxdF; J ¼ trJ; I ¼ �k� J � k are the geometrical moments of

inertia (x is the position vector in the cross section); we see the well-known
expressions of compliance in bending EIð Þ�1 and extension (compression)
Bz ¼ EFð Þ�1.

In relations (16) the geometrical twisting stiffness CU, the position vector of the
center of bending g and the coefficient of cross link between extension and twisting
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Cz are included. The determination of them is associated with the solving of
problem of twisting [18, 26]:

DU ¼ �2;Uj@F ¼ 0; DW ¼ 0; @nW ¼ n� x � k;
CU ¼ 2

Z
UdF; Az ¼ lCUð Þ�1;

Cz ¼ X lFð Þ�1 1� JC�1
U

� �
;

g ¼ J�1 �
Z

xWdF:

ð17Þ

We can determine the warping function W without solving the Neumann
boundary value problem (17) if the Cauchy–Riemann equations for conjugate
harmonic functions are used:

rW ¼ r Uþ x2

2

� �
� k ) W ¼

Z
@yUþ y
� �

dx� @xUþ xð Þdy� 	
: ð18Þ

Also in Eq. (16) K is the tensor of shear factors. Its determination is related to the
solution of two more boundary value problems for the vector fields in the cross
sections [18, 22]. In this article K is the identity tensor.

To determine the stress function U and the warping function W , we use the
variational method [26]. As above we introduce two functions yt xð Þ; yl xð Þ whose
graphs bound the cross section top and bottom. We find the approximate solution in
the form U ¼ a y� yt xð Þð Þ y� yl xð Þð Þ ¼ aU0. The unknown varied factor a is
founded by the minimization of the functional

J ¼
Z
F

rUj j2�4U
h i

dF ¼
Zx1
x0

dx
Zyt xð Þ

yl xð Þ

a2 rU0j j2�4aU0

� �
dy! min: ð19Þ

Then the geometric twisting stiffness is CU ¼ 2a
R x1
x0
dx

R yt xð Þ
yl xð Þ U0dy. Further we

define the warping function W according with (18):

W x; yð Þ ¼ A
Zx

x0

@yU0dx�
Zy

0

@xU0dy

0
@

1
A� xy:

Again the real blade contour is given by the array of points (about 30), and the
functions ytðxÞ; ylðxÞ are defined in Mathcad by the regression (the built-in func-
tions regress and interp).

100 V.V. Eliseev et al.



www.manaraa.com

In the projections from the vector Eq. (15), we obtain the system

Q0
x ¼ �qx þ q€ux; Q

0
y ¼ �qy þ q€uy; Q

0
z ¼ �qz þ q€uz;

M0
x ¼ Qy � mx þGx

€hx þGxy
€hy;

M0
y ¼ �Qx � my þGy

€hy þGxy
€hx;

M0
z ¼ �mz þGz

€hz;

h0x ¼ AxMx þAxyMy; h
0
y ¼ AyMy þAxyMx;

h0z ¼ AzðMz þ gxQx þ gyQyÞþCzQz;

u0x ¼ hy þBxQx þBxyQy þAzgxMz;

u0y ¼ �hx þByQy þBxyQx þAzgyMz;

u0z ¼ BzQz þCzMz:

ð20Þ

Considering the harmonic oscillations with the frequency k, variables are changing
according to the law ux z; tð Þ ¼ ux zð Þ sin k t; u::

x
¼ �k2ux, and for the amplitudes we

obtain the system of ODE of twelfth order.
The coefficients of these equations contain the components of vectors and ten-

sors rotating with the angular velocity X when the coordinate z is increased. The
formulas of the components transformation are:

gx ¼ g1 cosu� g2 sinu; gy ¼ g1 sinuþg2 cosu;

Ixy ¼ I1 � I2
2

sin 2uþ I12 cos 2u;

Ix ¼ I1 þ I2
2

þ I1 � I2
2

cos 2u� I12 sin 2u;

Iy ¼ I1 þ I2
2

� I1 � I2
2

cos 2uþ I12 sin 2u:

ð21Þ

Substituting (21) into (20), we obtain the difficult system of ODE with variable
coefficients. However it is not hard to solve by means of computer mathematics
(Mathcad). The system (20) is represented in the matrix form Y 0 ¼ D z; Yð Þ, where
the column Y contains 12 elements: the components of force, moment, rotation
angle and displacement [the form of the function D is clear from (20)]. To the
mentioned system of ODEs, boundary conditions should be added. For the can-
tilevered turbine blade with the fixed end z ¼ 0 and another end z ¼ L free from
loads, we have the conditions Y9 ¼ Y10 ¼ Y11 ¼ Y6 ¼ Y7 ¼ Y8 ¼ 0 and Y0 ¼ Y1 ¼
Y2 ¼ Y3 ¼ Y4 ¼ Y5 ¼ 0 correspondingly. The formulated boundary value problem
is solved by the shooting method with the built-in functions sbval and rkfixed.
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According to the described above theory, the calculations of the real blade are
done with the same parameters as above. The distributions of applied loads are
shown in Fig. 4.

The calculated deflection components ux; uy, the angle of rotation hz and the
axial displacements uz are in Fig. 5. Taking into account the latter can be important
[13], not only because of the centrifugal force.

For quantifying the role of the correction factors, the calculations are done
without taking into account shear and cross links in the elasticity relations.
Transverse forces, bending moments and deflections do not change practically (less
than 0.5 %), but axial displacements and rotations vanish.

Solving of the mode analysis problems with calculation of the natural fre-
quencies and the normal modes of free oscillations is not difficult. Here the fre-
quency is considered as the additional variable (thirteenth): k2 ¼ Y12; D12 ¼ 0.
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Fig. 4 The applied loads
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Fig. 5 The displacements and the rotations
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Conclusion

So, consideration of turbine blades as rods is still advisable if there are no local
peculiarities of the three-dimensional stress-strain state. New possibilities of com-
puter mathematics allow us to calculate even the full inhomogeneous rod model
with all of its compliances. Herewith in many cases ideas about the bending in two
planes are enough.
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Stationary Oscillation in Two-Mass
Machine Aggregate with Universal-Joint
Drive

Vassil Zlatanov

Abstract The article is devoted to questions of stationary oscillation and dynamic
loading of a two-mass machine aggregate with a linearly elastic intermediate shaft
as a universal-joint drive. One method of analytical dynamic research on the basis
of methods of nonlinear mechanics is presented.

Keywords Machine aggregate � Universal-joint drive � Lindstedt-Poincaré method

Introduction

Scientific and technical progress is inconceivable without creation of a highly
effective technique, tested mechanisms and their improvement. Mechanical systems
with a universal-joint drive are characterized by big load ability, compactness, and
the opportunity to pass a rotation torque with an angle between shafts to 45° and at
high speeds. In universal-joint drives the principle of function of the Hook joint is
used. Many works are devoted to mechanics of the Hook joint’s mechanics [1, 4, 8,
11–13, 18]. The interest in mechanical systems with universal-joint drive because
of their “rich” and interesting mechanical properties, remains high [2, 3, 5–7, 9, 10,
14–17, 19]. Improvement of such mechanical functions causes a necessity for
further development of methods of calculation, specification and improvement of
the existing methods.

In this work the method of analytical dynamic research of the two-mass machine
aggregate with universal-joint drive is presented, considering elasticity of its
intermediate shaft.
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Dynamic Model

The dynamic model is presented in Fig. 1. Engine M is an electric motor with
constant mass inertial moment of a rotor JM ¼ J1 ¼ const and the motor torque
moment, changing under the linear law TM ¼ a� bx1; where constants a and b are
also defined by specifications of the electric motor, and x1 is the angular speed of a
rotor.

The universal-joint drive is considered as a plane two-joint system. In the
dynamic model we find: 1 and 2—respectively the input and output shaft; I and II—
Hook’s joints connecting shaft 1 and 2 with an intermediate shaft; a—an angle
between geometrical axes of the 1st, 2nd and the intermediate shaft; u1 and u2—
angles of rotation of shafts of the drive. The intermediate shaft is considered as an
elastic body with elasticity coefficient c; w1 and w2—rotation angles of the inter-
mediate shaft’s fork. Other elements of universal-joint drive are considered as a
rigid body.

The working machine W—rotational type with the constant moment of inertia
JW ¼ J2 reduced to a shaft and the constant moment of resistance TW ¼ cW :

Differential Equation of the Motion

Angles ui and wi are also connected by dependences [1]:

tgui ¼ cos atgwi i ¼ 1; 2ð Þ; ð1Þ

and the ratio of the two couples forks are defined from expressions

Fig. 1 Dynamic model. 1 and 2—the input and output shaft; I and II—Hook’s joints connecting
shaft 1 and 2 with an intermediate shaft

106 V. Zlatanov



www.manaraa.com

di ¼ wi

ui
¼ cos a

1� sin2 a cos2 ui

i ¼ 1; 2ð Þ: ð2Þ

Using the method of uncertain coefficients from “Eq. 2” we obtain [17]:

di ¼ 1þ
X1
k¼1

2kk cos 2kuið Þ i ¼ 1; 2ð Þ; ð3Þ

and after integration:

wi ¼ ui þ
X1
k¼1

kð Þk
k

sin 2kuið Þ i ¼ 1; 2ð Þ: ð4Þ

In “Eq. 3” and “Eq. 4” it is denoted as:

k ¼ tg2
a
2
; ð5Þ

which was a small quantity k\1; a\ p
4

� �
and as a result we receive:

di ¼ 1þ 2k cos 2uið Þ; wi ¼ ui þ k sin 2uið Þ i ¼ 1; 2ð Þ: ð6Þ

Rotational torques Ti (i = 1, 2) are expressed by means of a rotational torque T of
an intermediate shaft:

Ti ¼ Tdi i ¼ 1; 2ð Þ; ð7Þ

which is a consequence of the assumption of ideality of constraints, and a rotational
torque T is accepted to be proportional to deformation of a shaft:

T ¼ c w1 � w2ð Þ: ð8Þ

Replacing “Eq. 6” and “Eq. 8” in “Eq. 7”, neglecting the members containing k
in degrees above the first, we receive:

Ti ¼ c u1 � u2ð Þþ 2k u1 � u2ð Þ cos 2uið Þþ sin u1 � u2ð Þ cos u1 þu2ð Þ½ �f g: ð9Þ

The differential equations of the motion of the two rotation masses have an
appearance:

J1€u1 ¼ a� b _u1 � c u1 � u2ð Þþ 2k u1 � u2ð Þ cos 2u1ð Þ½f
þ sin u1 � u2ð Þ cos u1 þu2ð Þ�g;

J2€u2 ¼ �cW þ c u1 � u2ð Þþ 2k u1 � u2ð Þ cos 2u2ð Þ½f
þ sin u1 � u2ð Þ cos u1 þu2ð Þ�g:

ð10Þ
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Solution of the Differential Equations

To solve the system of equations “Eq. 10”, at the beginning we summarize and then
we subtract as previously having multiplied J2 and J1:

J1€u1 þ J2€u2 ¼ TM � TW þ 2ck u1 � u2ð Þ cos 2u2ð Þ � cos 2u1ð Þð Þ; ð11Þ

J1J2 €u1 � €u2ð Þ ¼ J2TM þ J1TW � c u1 � u2ð Þ J1 þ J2ð Þ
� 2ck u1 � u2ð Þ J2 cos 2u1ð Þþ J1 cos 2u2ð Þð Þ
� 2ck J1 þ J2ð Þ sin u1 � u2ð Þ cos u1 þu2ð Þ:

ð12Þ

We introduce the normal coordinates u and h:

u ¼ u1 � u2; h ¼ J1u1 þ J2u2

J1 þ J2
; ð13Þ

from where for the previous coordinates we obtain:

u1 ¼ hþ J2
J1 þ J2

u; u2 ¼ h� J1
J1 þ J2

u: ð14Þ

The object of research—the stationary mode of the motion of the machine
aggregate, i.e. TM ¼ TW or a� bxcm ¼ cW ; from where is defined stationary
angular velocity x0

cm ¼ a�cW
b and considering “Eq. 13”, the system from “Eq. 11”

and “Eq. 12” obtain the form:

J1 þ J2ð Þ€h ¼ 2cku cos 2u2ð Þ � cos 2u1ð Þ½ �; ð15Þ

J1J2€uþ cu J1 þ J2ð Þ ¼ cW J1 þ J2ð Þ � 2cku J2 cos 2u1ð Þþ J1 cos 2u2ð Þ½ �
� 2ck J1 þ J2ð Þ sinu cos u1 þu2ð Þ: ð16Þ

The trigonometric functions on the right-hand side of “Eq. 15” are represented
by means of the following power series expansion:

cos 2u1ð Þ � cos 2u2ð Þ ¼
X1
n¼0

ð�1Þn
2u2ð Þ2n� 2u1ð Þ2n

h i
2n!

: ð17Þ

We consider that for the angles ui (i = 1, 2) the conditions 2ui\1 are com-
pleted. Therefore we use only the first two terms of the series of “Eq. 17” and as we
take into account “Eq. 13” and “Eq. 14” we obtain:

cos 2u1ð Þ � cos 2u2ð Þ � 2 u1 � u2ð Þ u1 þu2ð Þ ¼ 4uhþ 2 J2 � J1ð Þ
J1 þ J2

u2: ð18Þ
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Replacing “Eq. 18” in “Eq. 15” it turns out that

J1 þ J2ð Þ€h ¼ k4cu2 2hþ J2 � J1ð Þ
J1 þ J2

u

� �
;

and we take into account that J2�J1ð Þ
J1 þ J2

\1 and u � 1; so we can neglect the second
addend and finally the differential equation of “Eq. 15” obtains the form:

J1 þ J2ð Þ€h ¼ k 8chu2� �
; ð19Þ

where k is a small positive parameter.
The trigonometric functions on the right-hand side of the expression of “Eq. 16”,

considering the received restrictions for angels ui (i = 1, 2), are represented as
follows:

sinu � u; cos 2u1ð Þ ¼ cos 2hþ 2
J2

J1 þ J2
u

� �
� cos 2hð Þ; cos 2u2ð Þ

¼ cos 2h� 2
J1

J1 þ J2
u

� �
� cos 2hð Þ; cos u1 þu2ð Þ

¼ cos 2hþ J2 � J1
J1 þ J2

u

� �
� cos 2hð Þ;

and since u � 1; Ji
J1 þ J2

\1; J2�J1
J1 þ J2

\1 ði ¼ 1; 2Þ the differential equation of
“Eq. 16” appears in the following canonical form:

€uþ c
J1 þ J2
J1J2

u ¼ cW
J1 þ J2
J1J2

� k4c
J1 þ J2
J1J2

cos 2hð Þ: ð20Þ

We denote k2 ¼ c J1 þ J2
J1J2

and with the introduction of a new variable through
equality:

g ¼ u� cW
k2

J1 þ J2
J1J2

¼ u� cW
c

¼ u� ucm; ð21Þ

the system of the differential equations of “Eqs. 19–20” finally assumes the form:

J1 þ J2ð Þ€h ¼ k b11hþ b12ghþ b13g
2h

� �
;

€gþ k2g ¼ �k4k2 cos 2hð Þ; ð22Þ

where k is a small positive parameter; b11 ¼ 8cu2
cm; b12 ¼ 16cucm; b16 ¼ 8c; and

ucm can be considered as an angle of torsion of an intermediate shaft with the
assumption that in its two edges the moments are TM and TW .
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The solution of the system is found by means of the method of small parameter
(Poincaré), Lyapunov–Lindstedt’s method in a combination with the method of
stage-by-stage integration. Depending on the considered conditions of the change
of angles ui (i = 1, 2) time is broken into stages. Knowing the initial conditions of
the motion, it is possible to integrate these equations at the first stage and to define
h tð Þ; g tð Þ; _h tð Þ; _g tð Þ in a final time point. These final values are initial for the
following stage.

The solution of expression of “Eq. 22” in compliance with the requirements of
the used methods, accurate to the first power of the small parameter is the
following:

hðtÞ ¼ r0ðtÞþ kr1ðtÞ; gðtÞ ¼ g0ðtÞþ kg1ðtÞ; ð23Þ

where p2 ¼ k2 þ kh1; and h1—the constant which is subject to definition.
We equate to zero coefficients at various powers of k; and the equations turn out:

J1 þ J2ð Þ€r0 ¼ 0; €g0 þ k2g0 ¼ 0;

J1 þ J2ð Þ€r1 ¼ b11r0 þ b12g0r0 þ b13g
2
0r0; €g1 þ k2g1 ¼ h1g0 � 4k2 cos 2r0ð Þ:

ð24Þ

We will search for the decision having in mind the conditions:

t ¼ 0; gð0Þ ¼ uð0Þ � ucm ¼ u0 � ucm ¼ u1ð0Þ � u2ð0Þ � ucm;

_gð0Þ ¼ _uð0Þ ¼ _u0 ¼ _u1ð0Þ � _u2ð0Þ;

rð0Þ ¼ h0 ¼ J1u1ð0Þþ J2u2ð0Þ
J1 þ J2

; _rð0Þ ¼ xcm ¼ J1 _u1ð0Þþ J2 _u2ð0Þ
J1 þ J2

:

ð25Þ

These conditions are satisfied if functions r0ðtÞ; r1ðtÞ; g0ðtÞ; g1ðtÞ are found so
that

g0ð0Þ ¼ u0 � ucm; _g0ð0Þ ¼ _u0; g1ð0Þ ¼ 0; _g1ð0Þ ¼ 0;

r0ð0Þ ¼ h0; _r0ð0Þ ¼ xcm; r1ð0Þ ¼ 0; _r1ð0Þ ¼ 0:
ð26Þ

From the first and the second equations of “Eq. 24”, with the initial conditions of
“Eq. 26” for normal coordinates u; h and for the initial variables u1; u2 we find:

h ¼ r0 ¼ h0 þxcmt;u ¼ g0 þucm ¼ ucm þA cos kt � að Þ;

u1 ¼ h0 þ J2
J1 þ J2

ucm

� �
þxcmtþA1 cos kt � að Þ;

u2 ¼ h0 � J1
J1 þ J2

ucm

� �
þxcmt � A2 cos kt � að Þ;

ð27Þ
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where A ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u0 � ucmð Þ2 þ _u0

k

	 
2r
, tga ¼ _u0

k u0�ucmð Þ, A1 ¼ J2
J1 þ J2

A, A2 ¼ J1
J1 þ J2

A:

For the torque loading a shaft in zero approach can be presented as follows:

T ¼ c w1 � w2ð Þ ¼ c u1 � u2ð Þþ k sin 2u1 � sin 2u2ð Þ½ �
� cu 1þ 2k cos 2h½ � ¼ cW þ cA cos kt � að Þ½ � 1þ 2k cos 2h0 þ 2xCT tð Þ½ �: ð28Þ

We have a constant component cW on which a harmoniously changing com-
ponent with a frequency k and amplitude A as in the two-mass unit with a linearly
elastic shaft between the engine and the working machine. The harmonious com-
ponent of the second addend in the last expression of “Eq. 28” is connected with the
use of the universal-joint drive in the dynamic model.

After the replacement of expression of “Eq. 27” in the fourth equation on
“Eq. 24” from the condition of absence of the secular term, it turns out:
h1 ¼ 0 ) p2 ¼ k2. As the initial conditions of “Eq. 26” are equal to zero, the
function g1ðtÞ is defined by Duhamel’s integral:

g1 ¼
1
k

Z t

0

sin k t � sð Þ �4k2 cos 2h0 þ 2xcmsð Þ� �
ds: ð29Þ

The normal coordinate u; is determined after the solution of the second equation
in “Eq. 23”, and as a first approximation, is received in the form:

u ¼ uCT þA cos kt � að Þ

þ k
4k2

k2 � 4x2
CT

� cos 2h0ð Þ cos 2xCT tð Þ � cos ktð Þ½ �f

þ sin 2h0ð Þ sin 2xCT tð Þ � 2xCT

k
sin ktð Þ

� �
:

ð30Þ

We replace “Eq. 27” in the third equation of “Eq. 24”, considering the zero
initial conditions of “Eq. 26”, using Duhamel’s integral for the definition r1:

r1 ¼ 1
J1 þ J2

Z t

0

t � sð Þ b11 h0 þxCTsð Þþ b12 h0 þxCTsð ÞA cos ks� að Þ½

þ b13 h0 þxCTsð ÞA2 cos2 ks� að Þ�ds;
ð31Þ

and after transformations, for the normal coordinate h in a first approximation we
receive:

Stationary Oscillation in Two-Mass Machine Aggregate … 111



www.manaraa.com

h ¼ h0 þxCT tþ k
1

J1 þ J2
4cu2

CT h0 þ xCT

3
t

	 

t2

�

þ t
k2

2cxCT �8ucm u0 � uCTð Þ cos ktð Þþ _u0

k
sin ktð Þ

� �
� 1

2
u0 � uCTð Þ2

	��

þ _u0

k

� �2
!
cos 2ktð Þþ u0 � uCTð Þ _u0

k
sin 2ktð Þ

!#
þ 16cuCT

�
�
�
h0 u0 � uCT

� �

þ 2xCT
_u0

k

�
cos ktð Þþ �h0

_u0

k
þ 2

xCT u0 � uCTð Þ
k

� �
sin ktð Þ

�

þ 2c � 0:5h0 u0 � uCTð Þ2 þ _u0

k

� �2
 !

þ xCT u0 � uCTð Þ _u0

k2

 !"
cos 2ktð Þ

þ 0:5xCT u0 � uCTð Þ2 þ _u0

k

� �2
 !

� h0 u0 � uCTð Þ _u0

k

 !
sin 2ktð Þ

#)
:

ð32Þ

The received functions in “Eq. 30” and “Eq. 32” allow the definition of laws of
motion of the machine aggregate through “Eq. 14” with precision to the first
approximation. The torque loading an intermediate shaft at the considered stage of
stage-by-stage integration is obtained from “Eq. 8” or “Eq. 28”.

Conclusion

In this work the dynamic model of a mechanical system with universal-joint drive
as a two-mass machine aggregate was presented. The universal-joint drive was
considered as a plane two-joint system. The intermediate shaft of a universal-joint
drive was presented as a linearly elastic body. The laws of motion of the machine
aggregate and torque loading an intermediate shaft by means of the method of small
parameter (Poincaré), Lyapunov–Lindstedt’s method in a combination with the
method of stage-by-stage integration was obtained.

The presented analytical method completes the famous methods in the theory of
dynamic research of mechanical system with universal-joint drive.
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The Vibrations of Reservoirs
and Cylindrical Supports of Hydro
Technical Constructions Partially
Submerged into the Liquid

George V. Filippenko

Abstract We consider here the free oscillations of a system of concentric cylin-
drical shells partially submerged in a fluid and vertically attached to a reservoir
bottom. The statement of the problem is a rigorous one. The dispersion equation
and reflection coefficients are found on the basis of an exact analytical solution of
the submerged part of a single cylindrical shell. The generalizations of this method
are discussed. We use a method of impedances for constructing dispersion equa-
tions and generalized displacements and forces. Look-alike systems can model the
supports of hydro technical constructions, oil rigs, wind electro stations, standing
on a shelf, reservoirs with fluid, etc.

Keywords Cylindrical shell � Free vibrations of a shell � Input impedance of a
shell � Boundary contact problem of acoustics

Introduction and Statement of the Problem

Cylindrical shells (sometimes multilayered) are used in construction of supports of
hydraulic engineering constructions, oil platforms, wind electric powers, construction
on a shelf and also reservoirs containing a liquid, etc. Calculation of these complicated
systems demands major computing resources. Therefore, consideration of simpler
model problems which have exact analytical solutions [1–14] is crucial. It is possible
to analytically explore the main effects on these models and also to use them as test
problems for computing packages. The solution is based on the general scheme stated
in [7] for one shell, and also on the technology of input impedances [15].
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Let us start from a cylindrical system of coordinates where axis 0z coincides with
the axis of a cylinder and choose the variables that describe the system: the acoustic
pressure P(x, y) in the liquid and the displacement vector of the shell u ¼
ðut; uz; unÞT (T—is a badge of transposing). The liquid is supposed to be ideal and
compressible and it is described by the Helmholtz equation,

ðDþ k2ÞPðr;u; zÞ ¼ 0; k ¼ x
c
;R\r\þ1; 0�u\2p; 0\z\H:

The surface z = H of the liquid layer is free Pðr;u; zÞjz¼H ¼ 0 and the bottom of

the reservoir z = 0 is rigid @Pðr;u;zÞ
@z

���
z¼0

¼ 0 (R < r < +∞, 0 ≤ φ < 2π).

The empty cylindrical shell is vertically attached to the bottom of the reservoir
and partially protrudes (H < z < l) above the surface of the liquid. The source of an
acoustic field in a wave guide is the free vibrations of the shell.

Two relations take place on the shell—fluid boundary: the dynamic (balance of
forces acting on the shell)

eL@u ¼ R2Pðr;u; zÞjr¼R

qc2s

ð0; 0; 1ÞT ; 0\z\H; 0�u\2p
ð0; 0; 0ÞT ; H\z\l; 0�u\2p

�

and kinematic (the adhesion condition) for the immersed part of the shell

unðR;u; zÞ ¼ 1
qwx2

@Pðr;u; zÞ
@r

����
r¼Rþ 0

; 0\z\H; 0�u\2p

Here eL@ is the matrix differential operator [7, 16]

eL@ � w2IþL@ ; I �
1 0 0

0 1 0

0 0 1

0
B@

1
CA;

L@ �
a1½m� e@2

z þ @2
u� mþ @u e@z @uð1þ 2a2½1� @2

u � e@ 2
z �Þ

L@
� �

21
e@2
z þ m�@2

u m e@z

L@
� �

31 L@
� �

32 a2ð2m e@ 2
z þ 2@2

u � 1� ½ e@ 2
z þ @2

u�2Þ � 1

0
BB@

1
CCA;

where e@z ¼ R@z, L@
� �

21¼ L@
� �

12, L@
� �

31¼ � L@
� �

13, L@
� �

32¼ � L@
� �

23,
mþ ¼ ð1þ mÞ=2, m� ¼ ð1� mÞ=2, a1 ¼ 1þ 4a2, w ¼ xR=cs. The following geo-
metrical parameters of the shell are used: R—radius, h—thickness, l—height. Here

a2 ¼ 1
12

h
R

� �2
is the dimensionless parameter describing relative thickness of the

cylindrical shell.
Properties of a material of the cylinder are characterized by E, m and qs—Joung’s

module, Poisson coefficient and volumetric density accordingly.
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The surface density of the shell q (q ¼ qsh) and cs—the velocity of median
surface deformation waves of the cylindrical shell cs ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E=ð1� m2Þqp

are
introduced.

Boundary conditions are supplemented by the contact conditions at the top
z0 = H and the bottom z0 = 0 edges of the cylinder [12, 16]. For example in the case
of a fixed edge it is the condition of absence of displacements and rotations

U@u
� ���

z¼z0
¼

0
0
0
0

0
BB@

1
CCA; U@ ¼

1 0 0
0 1 0
0 0 1
0 0 @z

0
BB@

1
CCA:

In the case of a free edge, it is the condition of absence of forces and moments

F@u
� ���

z¼0 ¼
0
0
0
0

0
BB@

1
CCA;

F@ ¼ qc2

R

�m�a1 e@z �m�@u 4m�a2 e@z@u
�m@u � e@z �m

�2a2 e@z@u 0 a2 ð2� mÞ@2
u � mþ e@2

z

h i e@z

�2a2Rm@u 0 a2R e@ 2
z � mð1� @2

uÞ
h i

0
BBBBB@

1
CCCCCA:

In the place of the cylinder entrance in the liquid z = H, the continuity of
displacements, moments and cutting forces takes place correspondingly. It is caused
by absence of the fluid’s concentrated action on the shell in this place:

U@

F@

� �
u
����
z¼Hþ 0

� U@

F@

� �
u
����
z¼H�0

¼ ð0; 0; 0; 0; 0; 0; 0; 0ÞT :

We supplement boundary conditions by the condition at infinity. We take into
account the waves in the liquid radiating from the shell and the waves damping as
the distance from it increases.

Determination of the General Representation for Acoustic
and Vibrational Fields

The exact expression for displacements of a shell can be derived only after defining
a field in the medium. So we come to the boundary-contact problem for the
Helmholtz equation in the liquid. The construction of the solution begins from
representation of the acoustic pressure P in the liquid as an expansion in plane
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waves (normal modes of the waveguide): radiating from the shell and the waves
damping as the distance from it increases

Pðr;u; zÞ ¼
X1
m;n¼0

pmn cosðmuþu0
mÞfnðzÞHð1Þ

m ðknrÞ;

where fnðzÞ ¼ cosðlnzÞ, ln ¼ p
H ðnþ 1

2Þ, kn ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 � l2n

p
, n = 0, 1, 2, …. Here the

following designations are entered: Hð1Þ
m —Hankel function with index m, pmn—

amplitudes of harmonics, u0
m—shift of a phase in the harmonic of number m.

The further construction of the solution is considered in [7] and is omitted for
brevity. As a result we obtain the general solution for the immersed part of the shell
in the form

u ¼
X1
m¼0

Am sinðmuþu0
mÞ

Bm cosðmuþu0
mÞ

Cm cosðmuþu0
mÞ

0
B@

1
CA; um :¼

Am

Bm

Cm

0
B@

1
CA ¼

X8
j¼1

tjm u0jm þ
X1
n¼0

w j
mnbmn
hmn

umn

( )
;

u0jm ¼ eikjmz
gjm
njm
1jm

0
B@

1
CA; umn ¼

l
_m

31 cosðlnzÞ
l
_m

32 sinðlnzÞ
l
_m

33 cosðlnzÞ

0
BBB@

1
CCCA

ð1Þ

Let us note that u0m ¼P8
j¼1 tjmu

0
jm is the general solution of a corresponding

homogeneous system. The following designations are entered:

w j
mn ¼

2
H

ZH
0

eikjmzfnðzÞdz; bmn ¼ � R2

qc2s

Hð1Þ
m ðknRÞ
Dmn

;

hmn ¼ 1
qwx2

@Hð1Þ
m ðknrÞ
@r

�����
r¼Rþ 0

�bmn l
_

33:

Here tjm; ðj ¼ 1; . . .; 8Þ are the previously unknown constants, kjm; ðj ¼ 1; . . .; 8Þ
are the eigen numbers, and gjm; njm; 1jm

� �T
are the eigen vectors corresponding to

the homogeneous problem of free vibrations of infinity “dry” shell, normalized to
unity; Dmn the determinant of the matrix eL; where eL � w2IþL; L � fLijg; i; j ¼
1; 2; 3 and

L �
a1½m�el2

n þm2� �mþmeln �mð1þ 2a2½1þm2 þ el2
n�Þ

L21 el2
n � m�m2 �meln

L31 L32 �a2ð1þ 2mel2
n þ 2m2 þ ½el2

n þm2�2Þ � 1

0
@

1
A;
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where eln ¼ Rln; L21 ¼ L12; L31 ¼ L13; L32 ¼ L23, and l
_

31, l
_

32, l
_

33 are the corre-

sponding minors of the matrix feLijg; i; j ¼ 1; 2; 3. For example, minor l
_

31 corre-
sponds to an element of the matrix eL31.

The Cylindrical Shell Partially Filled with Liquid

We now consider the cylindrical shell partially filled with liquid. In this case the
liquid is inside the cylinder and fills it up to the height H. All the basic equations
and boundary conditions are the same. The scheme of the solution also remains the
same. So we concentrate only on the differences.

Pressure ~P in a liquid is expressed now via Bessel functions Jm (instead of Hð1Þ
m ),

~Pðr;u; zÞ ¼
X1
m;n¼0

~pm;n cosðmuþu0
mÞfnðzÞJmðeknrÞ;

and satisfies the condition of dynamic balance with another sign

L@u ¼ � R2

qc2s
ð0; 0; ~PÞT ; 0\z\H; 0�u\2p:

The Cylindrical Shell Partially Filled with Liquid
and Surrounded by Liquid

Let us consider the case of a cylindrical shell partially filled with the liquid and
surrounded by the liquid. Liquid from the both sides of the shell can be different but
of the same level H. The parameters corresponding to the liquid inside of the shell
will be noted by the letters with the wave over them.

The pressure ~P inside of the shell has the view (2) and pressure P outside of it
has the view (1). And it satisfies the dynamic conditions

L@u ¼ R2

qc2s
ð0; 0;Pjr¼Rþ 0�eP��r¼R�0Þ

T ; 0\z\H; 0�u\2p ð2Þ

and the adhesion condition

un ¼ 1
qwx2

@Pðr;u; zÞ
@r

����
r¼Rþ 0

¼ 1eqwx2

@ePðr;u; zÞ
@r

�����
r¼R�0

; 0\z\H; 0�u\2p:
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From the last equation follows the relation between expansion coefficients ~pm;n
and pm,n in internal and external expansions. So the dynamic condition (2) turns into

L@u ¼ R2

qc2s

X1
m;n¼0

pmnGmn cosðmuþu0
mÞfnðzÞð0; 0; 1ÞT ;

Gmn ¼ Hð1Þ
m ðknRÞ � JmðeknRÞ eqw

qw

@Hð1Þ
m ðknrÞ
@r

�����
r¼Rþ 0

" #
@JmðeknrÞ

@r

�����
r¼R�0

" #�1

:

Further the construction follows the common scheme. We only change function

Hð1Þ
m on Gmn.

The Case of Two Coinciding Cylindrical Shells
with the Liquid Between Them

We consider now the generalization of the method in the case of two coinciding
cylindrical shells with a liquid of the level H between them. The parameters of the
external shell will be designated by the “wave” over them. Notice that the material,
geometrical parameters of the cylinders, can differ as well as the boundary condi-
tions on the butts. The pressure in the liquid now has the view

Pðr;u; zÞ ¼
X1
m;n¼0

cosðmuþu0
mÞfnðzÞ½p0mnJmðknrÞþ pmnNmðknrÞ�:

Also the dynamic conditions for the internal and external shells are

L@u ¼ R2

qc2s
ð0; 0;Pjr¼RÞT ; ~L

@
u ¼ �

eR2

eqec2s ð0; 0;Pjr¼eRÞT ; 0\z\H; 0�u\2p

correspondingly. At first, according to the common scheme, the general solution um
for a nonhomogeneous problem for the submerged part of an internal shell is
founded on

um ¼ u0m þ
X1
n¼0

pmn; amnh ium;n; amn ¼ amn
a0mn

� �
; pmn ¼ pmn

p0mn

� �
: ð3Þ

Here

pmn; amnh i ¼ pmn amn þ p0mna
0
mn; amn ¼ � R2

qc2s

NmðknRÞ
Dmn

; a0mn ¼ � R2

qc2s

JmðknRÞ
Dmn

:
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For the displacements ~u of an external shell the analogous expression (3) is
obtained,

eu ¼ eu0
m þ

X1
n¼0

ðpmneamn þ p0mnea0mnÞeum;n ¼ eu0
m þ

X1
n¼0

pmn; eamnh ieum;n

where ~u0 is the general solution of a homogeneous system for the external shell.
Then the adhesion condition on internal and external shells is used. As result, we
obtain a linear algebraic system for two equations with respect to pm,n and p0mn. The
solution can be written in the vector form (Kramer formulas)

pmn ¼
1
dmn

X8
j¼1

A j
mnzjm; A j

mn ¼
w j
mn
~jmn � ~w

j
mn jmn

�w j
mn ~ymn ~w

j
mn ymn

 !
;

zjm ¼ tjmetjm
� �

; dmn ¼
ymn jmn
~ymn ~jmn

����
����;

ymn ¼ 1
qwx2

@Nð1Þ
m ðknrÞ
@r

�����
r¼Rþ 0

� amn l
_

33; jmn ¼ 1
qwx2

@Jð1Þm ðknrÞ
@r

�����
r¼Rþ 0

� a0mn l
_

33:

The dependence of a solution structure via constants tjm and etjm:is emphasized
for convenience. After substituting the expression for pmn in expression (3) the
following formula is obtained:

um ¼
X8
j¼1

tjmu0jm þ
X1
n¼0

1
dmn

A j
mn

� �T
amn; zjm

D E
um;n

( )
:

Hence the general solution of a nonhomogeneous system for an internal shell via
16 until now unknown constants: eight tjm and eight ~tjm is obtained.

Notice that this method of construction of a solution for the submerged part of
the shell is naturally generalized in the case of an arbitrary number of coinciding
cylindrical shells (with different properties) and different liquids between them.
A combination of the considered methods is needed. The only requirement is the
equality of liquid levels in all volumes.

The Concept of Input Impedance for a Cylindrical Shell

The generalized vectors of velocities v and forces f: v ¼ v1;v2;v3;v4;
� �T¼ U@u, f ¼

f1;f2;f3;f4
� �T¼ F@u are taken into consideration. Let us suppose that displacement

u can be expressed in the form u ¼P4
j¼1 tj~u

j ¼ ~Ut. Here vector t ¼ ðt1; t2; t3; t4ÞT
and matrix ~U ¼ ð~u1; ~u2; ~u3; ~u4Þ with columns forming by vectors ~u j; j ¼ 1; 2; 3; 4
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are introduced for convenience. Hence v ¼ U@u ¼ U@ eUt � Ut. The force f ¼
F@u ¼ F@ eUt � Ft is represented in a similar way.

The cross section z = z0 of the shell is considered. The input impedance of the
shell [15] at z = z0 is defined as matrix Z, connecting kinematic variables (vector of
generalized velocities) and dynamic variables (vector of generalized forces) cal-
culated at z = z0, f ¼ Z@tu. A vector of generalized velocities differs from a vector
of generalized coordinates by factor ð�ixÞ due only to the fact that the process is
stationary. This factor will be related to the matrix Z, saving for it the previous
notation i.e. f = Zu. Substituting here the expressions for f and u, one can obtain
Ft = ZUt. Hence, due to arbitrariness in the representation of t, we get the
expression Z ¼ FU�1 for impedance. We note that it is sufficient to know the
decisive expressions for vector functions ~u j in order to build decisive expressions
for impedance Z. Further the method of their construction will be shown.

The Input Impedance of a Submerged Part of the Cylindrical
Shell

Let us find for example the input impedance at z = H of submerged part 0 < z < H of
a cylindrical shell rigidly fixed at z = 0 and surrounded by liquid up to level
z = H. The field of displacements (1) in the submerged part of the shell can be
represented in the form (it is sufficient to consider the fixed harmonic on m and this
index will be omitted)

u ¼
X8
j¼1

tju j ¼ ðU; bUÞðt;btÞ ¼ Utþ bUbt:
Here block matrix ðU; bUÞ is constructed of two blocks—matrixes U and bU of

dimension 3 * 4, which are formed from column vectors u j; U ¼ u1; u2; u3; u4ð Þ,bU ¼ u5; u6; u7; u8
� �

, and vector ðt;btÞ—is formed from components of two vectors

t and t̂; t ¼ t1; t2; t3; t4ð Þ, bt ¼ t5; t6; t7; t8ð Þ. For instance the condition of rigid fixing
of foundation of the shell U@u

� ���
z¼0 ¼ 0 is considered. The linear homogeneous

system of four equations via eight unknown constants ti is obtained as the result.
The remaining four constants can be expressed via four first constants (maybe after
renaming) if the range of the matrix is equal to four. Hence the solution of our
initial system can be expressed in the form

u ¼ Utþ bUbt ¼ U� bU bU�1
0 U0

	 

t � eUt ¼P4

j¼1
tjeu j; eU ¼ U� bU bU�1

0 U0,

U0 ¼ ðU@UÞ��z¼0,
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where ~u j is the vector formed from column number j of matrix eU. Further along the
way show in the beginning of the previous section, the decisive value of the matrix
of impedances Z at z = H is obtained. It can be rewritten by taking into account the
received representations for matrix eU,

Z ¼ FU�1 ¼ F@ eU	 
���
z¼H

� �
U@ eU	 
���

z¼H

� ��1

¼ FH � bFH bU�1
0 U0

h i
UH � bUH bU�1

0 U0

h i�1
:

Here the new (numeric) matrixes are involved: FH ¼ ðF@UÞ��z¼H ,

UH ¼ ðV@UÞ��z¼H ,
bFH ¼ ðF@ bUÞ

���
z¼H

, bUH ¼ ðV@ bUÞ
���
z¼H

. In the case of a free

foundation of the cylindrical shell z = 0, the analogous formulas can be obtained
with replacement of matrix U0 on matrix F0 ¼ ðF@UÞ��z¼0.

The Dispersion Equation of a Cylindrical Shell Partially
Submerged into Liquid in the Terms of Impedances

The protruding part H < z < l of the shell is considered. Let us suppose that it is
rigidly fixed at z = l. The input impedance of the protruding part at z = H is founded,
analogously taking into account the absence of contact of this part with liquid. By
note «+» will be marked the obtained impedance Z+ of the protruding part of the
shell, generalized velocities v+ and forces f+ on the boundary z = H + 0 acting from
the upper (protruding) part of the shell, and by note «–» will be marked the
impedance Z− of submerged part, generalized velocities v− and forces f− at the
boundary z = H acting from the submerged part of the shell z = H − 0. These
impedances Z� connect corresponding vectors of generalized velocities and forces:
Z�v� ¼ f� at z ¼ H � 0 and Zþ vþ ¼ f þ at z ¼ Hþ 0. The continuity condition
of generalized velocities v and forces f on the boundary z = H dividing protruding
and submerged parts of the shell has the view: v� ¼ vþ � v; f� ¼ f þ � f . Hence
ðZ� � Zþ Þv ¼ 0: The existing condition of a nontrivial solution of this system has
the form detðZ� � Zþ Þ ¼ 0. Solving this equation one can obtain eigen frequen-
cies and eigen vectors of the system liquid-cylinder.

Meanwhile v is the value of generalized velocities on the boundary
z = H. Taking into account the expressions

v ¼ U@u�
� ���

z¼H�0 ¼ U@U�t�
� ���

z¼H�0¼ U@U�
� ���

z¼H�0t� � U�t�

the values of vectors t� ¼ U�1
� v, tþ ¼ U�1

þ v can be obtained for submerged and
protruding parts of the shell and consequently therefore one can get the decisive
value of eigen modes of submerged and protruding parts of the shell:
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u� ¼ ~U�t� ¼ ~U�U�1
� v, uþ ¼ ~Uþ tþ ¼ ~UþU�1

þ v. Therefore we obtain a com-
pleted view of a problem solution in the terms of a displacement vector of the shell
uðu; zÞ and pressure in the liquid Pðr;u; zÞ.

The important point to be made is the particular case of impedances when the
protruding part of the shell H\z� l is absent. Then in the case of free edge at
z = H the dispersion equation transform is detZ� ¼ 0. Taking into account that the
dispersion equation can be rewritten in the terms of admittance matrixes
detðZ�1

þ � Z�1
� Þ ¼ 0, the following variant of dispersion equation detZ�1

� ¼ 0 can
be obtained in the case of rigidly fixing of the upper edge, z = H.

Propagation of a Wave on a Cylinder, Partially Submerged
into a Liquid

We consider the case when the protruding part of the cylinder extends to +∞. Let
the wave t5u5 propagate from +∞ (here t5 is given amplitude). Then the field of

displacements in the protruding part of the shell has the view uþ ¼
P4
j¼1

tju j þ t5u5 ¼ ~Uþ tþ þ t5u5 (we must take into account that all waves in the

protruding part of the shell have to be chosen according to the principle of limited
absorption [17], then, particularly, tj ¼ 0; j ¼ 6; 7; 8). The vectors of generalized
displacements and forces in this case have the view

vþ
f þ

� 
¼ U@

F@

� 
uþ ¼ U@

F@

� 
~Uþ tþ þ t5u5
� � ¼ Uþ

Fþ

� 
tþ þ t5

v5

f5

� 
:

Let us take into account the continuity condition of generalized velocities and
forces at z = H and the fact that impedance connects vectors of generalized
velocities and forces (Z�v� ¼ f�) for the submerged part of the shell at z = H − 0.
Hence the vector of unknown constants tþ is determined to be

Z� Uþ tþ þ t5v5
� � ¼ Fþ tþ þ t5f5 ) tþ ¼ t5 Z�Uþ � Fþð Þ�1 f5 � Z�v5

� �
and, consequently, the field of displacements in the protruding part of the shell is
found. In order to find the field in the submerged part of the shell one can follow the
way described in the previous section.
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Conclusions

The exact analytical solution of stationary vibrations of a system of coinciding
cylinders partially submerged into a liquid is obtained. The solution is written in the
form of input impedances. It allows us to consider as the protruding part not only
thin shells but even more complicated constructions on the assumption that their
input impedances are known. On the basis of obtained solutions one can construct
solutions of forced vibration problems as an expansion on appropriate modes of
homogeneous problems.

Acknowledgements The author expresses sincere gratitude to Professor Daniil P. Kouzov for
useful discussions and constructive notes.

References

1. Zinovieva TV (2012) Computational mechanics of elastic shells of revolution in mechanical
engineering calculations. In: Modern engineering: science and education. Proceedings of
second international scientific and practical conference. Published by State Polytechnic
University, SPb, pp 335–343

2. Filippenko GV (2012) The vibrations of pipelines and thin walled supports of hydro technical
constructions partially submerged into the liquid. In: Modern engineering: science and
education. Proceedings of second international scientific and practical conference. Published
by State Polytechnic University, SPb, pp 769–778

3. Lavrov JA (1997) On the free vibrations of acoustical resonator with elastic cylindrical wall
and rigid flat end. Acoust J 3:425–428

4. Lavrov JA (2002) On the frequencies of free vibrations in the liquid, separating rigid and
elastic walls of the finite length. Papers of scientific seminars of PDMI, 2002

5. Filippenko GV, Kouzov DP (2001) On the vibration of membrane partially protruding above
the surface of a liquid. J Comput Acoust (JCA) 9(4):1599–1609

6. Filippenko GV (2006) Vibration of the cylindrical supports and tubes partially submerged into
the water. In: Proceedings of the 8th international symposium “Transport Noise and
Vibration”, St.-Petersburg, Russia, 4–6 June 2006, CD format, 2006. Article s2–5, 7
pp. Published by East-European Acoustical Association, ISBN 5-900703-92-4

7. Filippenko GV (2006) Vibration of the cylindrical supports and tubes partially submerged into
the water. In: Proceedings of the 8th international symposium “Transport Noise and
Vibration”, St.-Petersburg, Russia, 4–6 June 2006, CD format, 2006. Article s2-5, 7
pp. Published by East-European Acoustical Association, ISBN 5-900703-92-4

8. Kouzov DP, Filippenko GV (2010) Vibrations of an elastic plate partially immersed in a
liquid. J Appl Math Mech 74(5):617–626

9. Yeliseyev VV, Zinovieva TV (2012) Nonlinear-elastic strain of underwater pipeline in laying
process. Vycisl. meh. splos. sred.—Comput Continuum Mech 5(1):70–78

10. Filippenko GV (2013) Energy aspects of waves propagation in the infinite cylindrical shell
fully submerged into the liquid. Vycisl. meh. splos. sred.—Computat Continuum Mech 6
(2):187–197

11. Sorokin SV, Nielsen JB, Olhoff N (2004) Green’s matrix and the boundary integral equations
method for analysis of vibrations and energy flows in cylindrical shells with and without
internal fluid loading. J Sound Vib 271(3–5):815–847

The Vibrations of Reservoirs and Cylindrical Supports … 125



www.manaraa.com

12. Filippenko GV (2010) Statement of the boundary-contact problems for the shells in acoustics.
In: Proceedings of the international conference on “Days on Diffraction 2010”, St.-Petersburg,
Russia, 8–10 June 2010, pp 57–626

13. Filippenko GV (2011) The energy analysis of shell-fluid interaction. In: Proceedings of the
international conference on “Days on Diffraction 2011”, St.-Petersburg, Russia, 30 May–3
June 2011, pp 63–66

14. Filippenko GV (2012) The forced oscillations of the cylindrical shell partially submerged into
a layer of liquid. In: Proceedings of the international conference on “Days on Diffraction
2012”, St.-Petersburg, Russia, 28 May–1 June 2012, pp 70–75

15. Cremer L, Heckl M, Petersson BAT (2005) Structure-borne sound. Structural vibrations and
sound radiation at audio frequencies, 3rd edn. XII, 607 p 215 illus

16. Eliseev VV (2003) Mechanics of elastic bodies. SPbSPU, SPb, 336 p (in Russian)
17. Sveshnikov AV (1951) Absorption principle for a wave guide. Doklady Akademiji

Nauk SSSR 80:345–347 (in Russian)

126 G.V. Filippenko



www.manaraa.com

Mathematical Modelling of Interaction
of the Biped Dinamic Walking Robot
with the Ground

Anastasia Borina and Valerii Tereshin

Abstract Walking robots are the most wanted, important and interesting ones and
their stability is the most crucial problem these days. Technical progress involved
using modern materials and technologies in creating of new walking devices and its
control system (Brogliato in IEEE Trans Autom Control 48(6):918–935, 2003 [1]),
which could provide static and dynamic stability. Dynamic walking means to
constantly fall, but to bring forward the swing leg in time to prevent tilting over
(Automatica 35(3):374–535 [2], Collins et al. in Int J Robot Res 20(7):607–615,
2001 [3]). The control system must provide stability of walking and its efficiency.
This paper proposes the method of control of biped walking dynamic robot and
simulated parameters of walking. The parameters of control are time and place of
putting the leg on the ground at the beginning of the next step. For its defining the
equations of the spatial turned mathematical pendulum are used.

Keywords Biped walking � Walking robots � Dynamic walking � Control system

Introduction

The walking robots as opposed wheel have following advantages:

– high passableness;
– high adaptation to roughness of a road;
– high mobility;
– comfortable transportation of the person or sensitive equipment.
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These properties of walking robots define their practical application [4, 5].
Today it is actual and perspective to use them for transportation of cargoes in
cross-country, for search and rescue operations [6], for liquidation of consequences
of technogenic and natural accidents, when chemical or radioactive pollution, for
working in fires, under water, in the military purposes, for protection, cleaning of
houses, for any researches or supervision, for example, on a surfaces of planets of
solar system or space bodies. Also, it is necessary to mention about using
exoskeleton for returning of impellent activity to people or for increase human
efforts [7, 8].

Today many modern interesting walking devices are created. The main problem
in this field is control [9, 10]. There are two main types of bipedal walking are
present in the literature: static and dynamic. The static walking is always stable, but
such robots have low speed and big weight. Dynamic walking is considered to be
human like [11, 12]. As opposed static, dynamic robots are faster, more maneu-
verable and dexterous. The feet of such robot are very small, like dots, so it is
impossible to be stable for them.

Equations of Movement

Figure 1 shows the structure of the biped and coordinates used to describe the
configuration of the system.

Define geometrical parameters and corners of left foot orientation:

fi a; b; c; x; y; z; xl; yl; zl; hl;/l; kl; al; bl; clð Þ ¼ 0; i ¼ 1. . .6; ð1Þ

where θl, φl—angles of rotation of the left joint; kl—length of the left leg; α, β, γ—
the finite rotation angles of the robot body; x, y, z—coordinates of center of gravity;

kr
kl

lr

r l

Fig. 1 Kinematic model of a
biped robot
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αl, βl, γl—the finite rotation angles of the left foot; xl, yl, zl—coordinates of pole Fl.
For the right foot the equations are similar.

For presenting system of six Eq. (1) in the implicit form we can use method
4 × 4 matrixes of transition [13]. The system (1) has nine generalised coordinates,
let α, β, γ, x, y, z, xl, yl, zl are independent. So from the system (1) we can define
variations of θl, φl, kl, αl, βl, γl. For writing the equations of movement let use a
principle of possible moving. To describe of inertial properties of the device it is
enough to have weight and a matrix of inertia of the robot body. Describe inter-
action of foot with a ground only by a force vector. Let consider that the robot leans
against the left foot.

Uxdxþ Uy �mg
� �

dyþUzdzþMU
zk1daþMU

zk2dbþMU
zk3dc

þMhldhl þM/ld/l þRldkl þ Fxldxl þ Fyldyl þ Fzldzl ¼ 0
ð2Þ

where Φx, Φy, Φz—the main vector of inertial forces projections to axes of absolute
coordinate system; MU

zk1, M
U
zk2, M

U
zk3—the main moment of inertial forces projec-

tions to axes of intermediate coordinate systems; mg—robot weight; Rl, Mθl, Mφl—
support reaction and the moments in drives; Fxl, Fyl, Fzl—projections of the force
vector, operating on foot from the ground, to axes of absolute coordinate system.

Control System

To control the robot walking it is necessary to set the time tp and to define the place
(xl; zl) for touchdown at the end of the step and at the beginning of the next. Let use
the equations of the turned pendulum:

_xtp ¼ k
2 x0 � xlð Þþ _x0

k

� �
w� k

2 x0 � xlð Þ � _x0

k

� �
w�1

_ztp ¼ k
2 z0 � zlð Þþ _z0

k

� �
w� k

2 z0 � zlð Þ � _z0

k

� �
w�1

8><
>: ð3Þ

where ψ = ektp, k ¼ ffiffiffiffiffiffiffi
g=l

p
—frequency of free fluctuations of a mathematical pen-

dulum, l—height of the gravity centre; g—acceleration of free falling; (x0, z0, _x0,
_z0)—entry conditions; _xtp, _ztp—the set speed in the end of a step.

To define the place of putting leg F it is necessary to work out the nonlinear
differential equation (2), the initial conditions are equal to final conditions from the
previous step [14, 15]. Figure 2 presents the results of the numerical solutions of the
systems of Eqs. (2) and (3) for the case of rectilinear walking with left rotation by
the angle 30° and dynamic standing (pacing about a motionless point [16]).
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Support Reaction and the Corner of Pressure

After modeling a control system, providing stable walking along various trajecto-
ries and dynamic standing it is necessary to set a value of a corner of pressure /R
(Fig. 3).

Figure 4 presents the results of the numerical solutions support reaction R of
walking robot during dynamic standing when rate of the step t = 0.37 s, speed in the
end of a current step Vt1 ¼ 0:46m=s.

Fig. 2 Trajectory of the centre of gravity during rectilinear walking with left rotation by the angle
30° and dynamic standing

Fig. 3 Walking device in a
one-foot support phase
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To define /R, let us use the theorem of movement of the centre of weights of
system [17]

m�wK ¼ �Rþm�g; ð4Þ

where m—weight of the robot; �g—the acceleration of free fall; �R—support reaction;
�wK—acceleration of the centre of gravity K. The expressions for projections of R to
axes of coordinates:

Rx ¼ m€x; Ry ¼ mð€yþ gÞ; Rz ¼ m€z: ð5Þ

Define /R from Fig. 3:

/R ¼ arctg

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
€x2 þ€z2

p
€yþ g

 !
: ð6Þ

Define the corner /K between normal and line FK from Fig. 3:

/K ¼ arctg

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ z2

p

y

 !
: ð7Þ

Fig. 4 Temporary
dependence of the dynamic
standing

Fig. 5 Temporary dependence of a even horizontal walking b the dynamic standing
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Figure 5 presents dependence of corners /R and /K as the results of modeling
stable walking along different trajectories. Numerical calculation is executed in
program module Maple 15.

Conclusion

Control of device moving is carried out by support reaction R and the moments in
drives Mθl, Mφl, formed on the basis of feedback and program movement.
Equation (1) allow to define coordinates under indications of gauges of absolute
position and orientation of the body and feet.

Length of a foot (KF) and two corners of orientation of a body are stabilised by
three drives operated by Pd–regulators [13]. This stabilisation provides small values
of vertical fluctuations of a body and turns round perpendicular KF axes.
Stabilization of rotation round a vertical is carried out when both feet are on the
ground.

At the beginning of the step /R can be much more a corner of a friction (Fig. 5).
Numerical values of these local maxima can be improbable because of imperfection
of physical model.
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Programmable Movement Synthesis
for the Mobile Robot with the Orthogonal
Walking Drivers

Victor Zhoga, Vladimir Skakunov, Ilya Shamanov
and Andrey Gavrilov

Abstract A mathematical model was developed to support decisions for choosing
an algorithm of robot motion, depending on the system of the spatial orientation’s
data. Programmable continuous movement of a robot is considered in detail in each
of its phases. The developed software for synthesis of robot’s movement is
considered. The simulation results are used for the synthesis of system signals that
control the motion, parametric optimization of its geometric, mass and energy
characteristics.

Keywords Robot with orthogonal drivers � Mathematical model � Algorithms of
robot motion � Control system

Introduction

Mobile autonomous robots, equipped with appropriate hardware, have been
designed to perform tasks in hard-to-reach places and in environments that are
life-threatening for humans [1]. To perform assigned tasks in a non-deterministic
space, a mobile robot needs to first form some general tasks, and then conduct a
local analysis of the terrain. Information about the environment enables spatial
orientation, movement, and the required technological manipulations. To this end,
the robot is equipped with a perception sensor system for operations of general and
local environmental analysis. An information-measuring system includes sensors, a
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vision system and an on-board processor and is used to implement the algorithms of
decision making in autonomous and supervisor management modes with elements
of artificial intelligence. In complex environments, an opportunity is provided for
remote robot control by the operator [2].

To solve navigation problems, the robot is equipped with an infrared and
ultrasonic range finder and an infrared camera of structured light. The system of
decision-making support and robot motion control must be able to perform the
following operations on the basis of the received information:

• carry out pre-processing of the collected information under continuous control
of the robot movement using its own information—measuring system;

• to solve problems of local and global navigation and managing state of the robot
according to the sensory system data;

• to perform the necessary conversions of data in information-measuring system
for routing robot movement in supervisory management or autonomous mode.

The models of electromechanical multilink systems of a robot exist in an
external environment. Data required to solve specific problems and algorithms for
their implementation are loaded in the computer beforehand. During the robot
movement, a computing device receives information about the current state of the
electromechanical system of the robot and information about the dynamic state of
the environment. On the basis of this information and its own software resources,
control commands for the executing units of the robot are formed to implement the
solution of the tasks set.

The mathematical model of the dynamics of a spatial robot movement, taking
into account the real properties of the external environment and the design
parameters of which are calculated in real time, occupies one of the central places in
the decision support for implementation of the task [3, 4].

The Mechanical Design of the Robot

An autonomous mobile robot (Fig. 1) consists of a top body connected to the
rotation mechanism with a bottom body [1]. The power unit and control system unit
are placed on the robot body. The power of the robot is supported from batteries.
On each of the body parts guide sleeves are fixed (Fig. 1). In these sleeves movable
frames with the possibility of horizontal movement are mounted associated with the
drivers of the horizontal movement. At the ends of the frame, retractable vertical
support columns are mounted, interacting with the supporting surface.

An autonomous mobile robot has the following technical characteristics: weight
of the robot is 184 kg; maximum load capacity of the robot—2000 N; overall
dimensions 1.29 × 0.764 × 0.857 m; type of propulsion—walking orthogonal; the
maximum speed is 1.5 km/h; drive type—electromechanical; overcoming the
obstacles: width of the ditch—0.55 m, height of threshold is 0.4 m, the angle of
elevation—22°, (while maintaining the horizontality of the body), stairs
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(step height, m/inclination, deg.)—0.4/22; radius of action: when operating wire-
lessly up to 500 m power supply—batteries 2 × 12 V, 55 A/h, the duration of work—
2.5 h, turn in place for 360°.

The advantages of the chosen design consist in the combination of metal
structures and drivers, resulting in improved specific capacity and energy of
mechanisms. Structure and functions of the control unit are determined by the
nature of program motions of the considered walking robot.

Programmable Movements

Elementary displacements of a robot can be divided into two groups: course
movement and maneuvering. In a course mode of motion, the kinematic scheme of
the robot with orthogonal drivers allows one to move the robot body in start-stop
driving modes (Fig. 2). These gaits are characterized by the presence of intervals
during which no relative movement of the robot frames take place. The necessity of
these phases is due to the requirement of unstressed contact of the vertical columns
when adapting the robot to the bearing surface.

All straight movement gaits of the robot are periodic. Rectilinear movement of
the robot on a terrain that does not contain obstacles comparable with the linear
dimensions of the robot is as follows. In the initial position (I) the robot is at rest
and is supported by four support columns (Fig. 2). Supporting columns of the other
frame are raised to a half stroke.

Fig. 1 Robot movements
with orthogonal drivers:
1 upper body, 2 lower body,
3 guide sleeves, 4 driver of
the horizontal movement,
5 robot frames with support
columns
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Phase 1. With the help of actuators of horizontal displacement, the body is dis-
placed by the distance S and a no-base frame 2 is displaced by the distance
S relative to the body. The end of this phase corresponds to the state II of
the robot.

Phase 2. The non-supporting frame columns are lowered until touching the sup-
porting surface, and the columns of the other frame are raised up to the
middle position (condition III), while a horizontal leveling system pro-
vides the horizontal position of the frames of the robot.

Phase 3. With the help of actuators of horizontal displacement, the body with frame
is displaced by the distance S and the frame is displaced by the distance S
relative to the body. (state IV of the robot).

Phase 4. The non-supporting frame columns are lowered until they touch the
supporting surface, and the columns of the other frame are raised up to the
middle position, while the horizontal leveling system provides a hori-
zontal position of the robot’s frames. This (condition V) corresponds to
the initial position of the robot (state I). At then end of this cycle,
movement ends.

Versions of gaits with movement of the body at the same distance 2 s per
cycle, with alternately movement of the body and robot frames (the sequence of states
I → VI → II → III → VIII → IV → V, I → VI → II → III → IX → IV → V,
I → VII → II → III → IV → V, I → VII → II → III → VIII → IV → V,
I → VII → II → III → IX → IV → V, I → VI → II → III → IV → V and
symmetrical for them), which can be demanded depending on the parameters of the

Fig. 2 Example of implementation of a start-stop moving algorithm with a step equal to S
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local obstacles of support surface and the nature of the tasks being solved shown on
Fig. 2.

The kinematic scheme of the robot also allows one to implement a gait in which
the robot body moves continuously, and unstressed adaptation of the robot to the
irregularities of the support surface is provided by programmable laws of relative
movement of its parts [5].

A kinematic scheme of a robot allows maneuvering in several ways: discrete
rotation at which the center of mass of the robot does not move; discrete rotation at
which the center of mass is moved by a broken curve; the forward movement of one
frame relative to another in straight-line movement of the body. The characteristics
of the relative movements of the parts of the robot in discrete ways of turning and
during the forward movement are independent and determined by the specific
conditions of operation of the robot. In particular, the spatial position of the robot,
the external environment state, the assessment of which is carried out according to
the vision system data, are taken into account.

The robot movement in the mode in which the speed of the body in the coor-
dinate system associated with a supporting surface remains constant, occurs
according to the following algorithm.

Before the movement control system ensures the relative position of the ele-
ments of its construction, in which the body of the robot is distanced from the
extreme position relative to the supporting frame in the direction opposite to
the direction of movement on the magnitude Δ and the frame that does not have at
the moment any contact with the supporting surface, is in its extreme position in the
direction reverse to the direction of motion (Fig. 3).

Phase 1. From the initial position (Fig. 3) the non-supporting frame 1 moves with
speed V1. The time at which frame 1 will go from one of its extreme
positions to the other, i.e. moves a distance S relative to body 3, which in
relative motion must move by a distance S� 2D½ � as shown in Fig. 4. That
is, the body 3 is in this phase moving relative to the frame 1 at an average
speed V2 ¼ S�2D

S

� �
V1, this speed is provided by the drive of horizontal

movement of the support frame.

Fig. 3 The mode of the continuous movement of the body, phase 1
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Phase 2. In the second phase of the movement (Fig. 4), in order to change the
supporting struts, you need to ensure that the absolute speed of free frame
is zero. The body continues to move at a speed V2. To this end, when the
free frame reaches its extreme position, the drive of the reverse longitu-
dinal movement of the frame 1 turns on and the movement is made in the
opposite direction at a speed V2. While the body is passing the Δ distance,
the struts of a non-supporting frame 1 are lowered until they touch the
supporting surface, yet the horizontal position of the robot is ensured, and
the struts of frame 2 are raised to the middle position. The design of the
robot allows movement of the body along the guides of the frames, even if
all the supports of both frames are in contact with the supporting surface.

Phase 3. During this phase (Fig. 5) non-supporting frame 2 moves with speed V1

and goes from its one extreme position to the other, i.e. moves at a
distance S relative to body 3, then body 3, in relative motion moves at a
certain distance S� 2D½ �. Body 3 in this phase of the motion moves at an
average speed of V2 relative to the frame 2.

Phase 4. In the fourth phase of the movement (Fig. 6), as well as in phase 2, to
change the supporting struts, the equality to zero of the absolute velocity
of the free frame is ensured. To ensure this condition, a constant equality
of speeds of the body and the free frame by modulo, and their opposites
on a sign in the same coordinate system are needed (similar to phase 2).
The supports of non-supporting frame 2 are lowered until they touch the

Fig. 4 The mode of the continuous movement of the body, phase 2

Fig. 5 The mode of the continuous movement of the body, phase 3
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supporting surface, and the supports of frame 1 are raised to the middle
position, this corresponds to the initial relative position of the parts of the
robot. The horizontal leveling system provides the horizontal position of
the frame of the robot.

Mathematical Model of the Motion Dynamics

A mobile robot with walking propulsors is a complex multi-link electromechanical
system. The mechanical part is represented in the form of six rigid bodies with
masses m1;m2;m3;m4;m5;m6 associated with the executive DC drives. The
movement of the robot relative to a fixed reference system Ong1 (Fig. 7) is con-
sidered. The coordinate axes C1XYZ are associated with the center of mass of the
bottom body and move progressively relative to the fixed coordinate system. The

Fig. 6 The mode of the continuous movement of the body, phase 4

Fig. 7 Design scheme of a mobile robot
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position of the center of mass of the body is determined by the radius vector ~r1,
velocity vector ~V and the vector of its angular velocity ~x. With each of the solids,
movable coordinate systems CkXkYkZk k ¼ 1� 6 are associated. Their positions
relative to the axes C1XYZ are set using the Euler ship angles u;w; h.

The equations of motion of a robot written in the form of Lagrange equations of
the 2nd kind [6] are

A€q ¼ Bðq; _qÞþFðq; _q; tÞþNðq; _qÞ ð1Þ

where A—n� n the symmetric matrix of inertia coefficients; Bðq; _qÞ—
matrix-column of components that depend on the generalized coordinates and
velocities; Fðq; _q; tÞ—matrix-column of control forces, forces of gravity and
resistance; Nðq; _qÞ—matrix-column of reaction forces of support surface
and moments of these forces about axes C1 XYZ, the matrix dimension depends on
the type of program motion of the robot.

Base plates of the columns are in contact with the bearing surface in points and
the reaction of the surface is reduced to the forces ~Ni, i ¼ 1� 8.

To determine the forces of reactions of the base plate interaction with the
ground, absolute coordinates nKi ; gKi ; 1Ki of the entry point of its contact with the
supporting surface are determined, i.e. the coordinates of that point that simulta-
neously satisfies equations of the trajectory of a reference point and ground surface.

To fulfill the conditions of stability of the integration, the moment when the
reference point touches the ground is determined at the point of intersection of the
line ½ð1Ki Þn; ð1Ki Þnþ 1� in n integration steps with the equation of the surface
f ðnKi ; gKi Þ. Upon further interaction of the support column with the ground, the
projection of the reaction force on the axis of the fixed coordinate system Ong1 is
determined in accordance with the adopted rheological soil model.

When the walking propulsor affects the ground, deformation will occur, the
amount and nature of which is due to the action of external and internal forces that
cause relative displacement of the particles. The simplest model describing the
nature of the interaction of the support with the ground, is a visco-elastic model. For
normal reactions it has the form

N ¼ cNDN þ kN _DN ; ð2Þ

where N—is the normal reaction of the soil; DN , _DN—the deformation and rate of
deformation of the soil; cN—the stiffness coefficient of the soil; kN—the adduced
coefficient of viscous friction. For the tangent reactions

T ¼ csDs þ ks _Ds; when Tj j\Tp;
fckNsignð _DsÞ; when Tj j � Tp;

�
ð3Þ

where Ds; _Ds; cs; ks – have the same meaning as for normal reactions; Tp—static
friction force; fck—the coefficient of sliding friction.
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The adopted soil model is an approximate, but its use is justified not only by
simplicity, but also by a weak correlation between the nature of the soil deformation
and the majority of the analyzed parameters of robot motion.

Software Synthesis of Robot Movements

To simplify the mathematical description of robot movements, its structural scheme
is presented in the form of a system with variable structure.

The unchanged part is the robot body m1;m4, and the variable parts are guide
sleeves m2;m3;m5;m6; which may be deemed to be a part of the body, or separate
components of the model depending on the phase of movement [7]. This modifi-
cation of the design scheme allows us to model the physical design of elastic
couplings between the guides and frames of the robot. The elastic ties accounting
leads to oscillations of high frequency.

The body corresponds to the first 6 equations of the math model, which specify
the displacement in the reference system Ong1 and Euler ship angles u; w; h and
are calculated under any conditions.

The remaining 4 equations model describes the relative movement of the guides
sleeves and the robot body and is only considered with the activity of the respective
actuators. One equation corresponds to the relative movement of one guide.

The calculation of the robot only on the equations of its body is made in
moments of absence of relative movement between the guide and the body, i.e. at a
state of rest or during a change of support columns. Since the movement of the
guide adds one equation, in the moving phases in start-stop mode 8 equations are
integrated: 6 equations of the body and two equations of movement of the guides.
In the continuous movement of the body the full system of 10 equations is inte-
grated. This is the costliest mode from the point of view of computing resources.

The calculation algorithm used allowed us to significantly reduce the number of
calculations. Besides, this algorithm allowed us to take into account lack of hori-
zontal movement of the body along the guide without the introduction of additional
terms and to implement the immobility of the body in the reference system Ong1
when guides are moving.

The algorithm used allowed us to perform the numerical integration of the
differential equations using a simple Runge-Kutta algorithm of 4-th order, since
lack of high-frequency components provides sufficient accuracy in integration in
real time. For finding the coefficients of the method at each step of the calculation, a
system of linear algebraic equations is solved. The solution is found using a Gauss
method with allocation of the main element, which reduces the error of computation
in comparison with the conventional method of Gauss.

The software is written in C# with the use of the library OxyPlot for output
graphs. The program includes the following modules: a GUI operator and a
dynamic loaded library that calculates the model. Extraction of calculations into a
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separate library will allow us to easily integrate this model into a system of
autonomous robot control in the future.

The structure of the program is shown on an UML package diagram (Fig. 8).
The GUI package contains classes that implement a graphical operator interface.

The Model Solvers package contains classes that implement the method of
Runge-Kutta for integration of systems of differential equations and the Gauss

Fig. 8 UML package diagram
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method for solving systems of linear algebraic equations, as well as helper functions
for the formation of matrices A, Bðq; _qÞ, Fðq; _q; tÞ and Nðq; _qÞ. Package Drives
includes classes for simulating the operation of the actuator horizontal movement
and retractable vertical supports, the class in the package Ground Model imple-
ments the selected soil model.

The Storage package implements mechanisms of storing and loading of the
model’s current state, which so carry out complex simulations step by step.

The Results of Software Movements Simulation

The developed software calculates the robot movement on the basis of the math
model in one of the modes: start-stop mode or continuous movement of the robot
body. In each case, the operator has access to the graphs of load on the drivers of
vertical adaptation and tilt angles of the robot relative to the surface. The operator
can set the parameters of the soil and the surface topography based on data from the
sensory system of the robot, for a better approximation of the simulation to real
conditions.

An example of numerical simulation is presented in Fig. 9.
The graph shows the time dependence of the support column reaction for one

cycle of movement in start-stop mode while the robot body is in the middle position
at the beginning of the movement. On the graph one can highlight 8 characteristic
phases present in all start-stop modes of movement. Phase 1—the mode of calcu-
lation of the initial conditions. In this phase the initial conditions are automatically
determined, the robot does not move. Reactions of support surface are calculated.

Fig. 9 Graph of the column reaction during one cycle of movement in start-stop mode
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A system of six differential equations is integrated. This is a preliminary phase.
Phase 2—the robot relies on all 8 columns; the load is evenly distributed among all
supports. It’s the initial phase for the implementation of the program motion. Phase
3—lift mode of columns of a single frame. In this phase robot detaches from the
deformed surface and lift supports of two frames of horizontal movement. A system
of six differential equations is integrated. Phase 4—the robot is supported by 4
support columns. A system of six differential equations is integrated. Phase 5—
move of non-support modules of horizontal displacement. A system of eight dif-
ferential equations is integrated. Phase 6—mode of lowering of the support col-
umns. Phase 7—the robot is based on 8 support columns. Phase 8—lift of support
columns. While moving the robot in phases 6–8 a system of six differential
equations is integrated. This completes the cycle of one-step movement of the
robot.

Comparison of simulation results of robot motion, taking into account the real
relations between its parts and the proposed method, showed that in order to sustain
the integration process, it is necessary to use integration methods for stiff systems.
In this case the integration time is increased approximately on the order.

Conclusion

Developed software allows simulation of the behavior of a robot on different types
of soil and terrain. Output parameters allow the operator of the robot to make
decisions about the selection of a driving mode based on the data of a math model.
In general, use of this software will simplify the task of selecting the driving mode
and can warn the operator about possible robot failure in an environment, unin-
tended by the design of the mechanisms.
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Processing of Data from the Camera
of Structured Light for Algorithms
of Image Analysis in Control Systems
of Mobile Robots

Vladimir Skakunov, Viсtor Belikov, Viсtor Zhoga
and Ivan Nesmiynov

Abstract The article discusses the preprocessing algorithms of three-dimensional
clouds of points from structured light cameras, methods of image recognition,
algorithms for constructing maps and route planning for robot motion. Various
methods and algorithms for the transformation of a three-dimensional cloud of
points leads to reduction of computational complexity of all stages of data pro-
cessing for implementation of the algorithm on an onboard navigation system with
limited computing resources. Based on the proposed sequence of image conversion,
software has been developed for implementation of the algorithm of spatial ori-
entation of a robot. Image processing methods and functions of PCL and ROS
metapackage libraries were used. Experimental study of the possibilities of the
developed image processing and route construction algorithm was made using the
prototype of a mobile robot on a wheeled platform.

Keywords Structured-light camera � 3D point clouds � Pattern recognition algo-
rithms � Supervisory management � Navigation algorithms � Mobile robot
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Introduction

The practice of image processing and recognition systems application shows that
the current level of technology in robotics does not allow us to create fully
autonomous systems. The degree of effectiveness of the vision system (VS) is
defined by technical characteristics of sensors as well as by methods of information
extraction. On the first point we need expensive sensors (time-of-flight cameras
based on ToF technology; laser scanners, television cameras, thermo vision cameras
and others), and on the second point—high performance computing. Currently
within acceptable cost of a vision system for implementation of image processing
algorithms and solving problems of spatial orientation, the greatest effect can be
obtained in two areas of application of VS: when using the supervisory control of
mobile robots and for an autonomous mode of a robot, in which the goals of
management are significantly simplified.

Control of the robot in autonomous mode depends on the settings of the sensor
cameras: television and time-of-flight cameras, cameras in the infrared range. New
opportunities in image processing appear in systems based on structured light
cameras, which allow us to obtain three-dimensional pictures of the environment.
These include, in particular, a sensor cameras MS Kinect and ASUS Xtion PRO
Live, which are based on Prime Sense technology.

Image Recognition Using Structured Light Cameras

The results of software implementation of image processing algorithms based on
analysis of the original three-dimensional clouds of points from the structured light
cameras showed that, in a number of tasks, procedures for preprocessing and
machine learning of classifiers have high priority [1]. To reduce computational
complexity, rapidly rising with an increase in the number of points in the processed
data, the raw data obtained from the structured light camera should be pre-filtered
without significant loss of information about the external environment. In [1] in the
image processing algorithm for obstacle identification, the following basic order of
operations is proposed: the removal of redundant points, noise reduction, a decrease
in the density of the cloud, highlighting the main planes, building a descriptor for
the point clouds, classification of objects, and estimation of the distance to the
object. The proposed algorithm is implemented in an onboard system for image
processing based on the Intel SU7300 processor with a clock frequency of 1.3 GHz
and a sensor camera MS Kinect using OpenCV libraries. A series of experiments
were performed on recognition of the typical obstacles: arbitrary three-dimensional
objects of simple geometric shape, doorway, stairs. During the experiments we
measured the time spent on individual steps of the algorithm and the total pro-
cessing time of one frame, which did not exceed 0.7 s, and the accuracy of
recognition which was not less than 0.65. The use of industrial computer ARBOR
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FRC-7700 with Intel Core i7 CPU allowed us to improve greatly the vision system
work. However, even in this case the possibility of an on-board system built on a
powerful single board of computers without graphics accelerators and specialized
solvers on FPGA in many practical applications may not provide the work of the
image recognition and robot control systems in real-time.

At the same time, studies have shown that onboard systems with much fewer
computing resources can autonomously perform various tasks formulated by the
remote user, if the additional condition of VS work is within a relatively simple
deterministic external environment with a given algorithm of motion and/or known
destination. Within these limitations, management tasks during autonomous
behavior of a robot can be partially implemented. In this case the problem of
identifying obstacles, building maps of the locality and formation of the travel route
of the robot to a given target are also significantly simplified.

The VS was built for experimental verification of one of several possible variants
of the image processing system, including a sensor controller, ASUS Xtion PRO
Live and the microcomputer Raspberry Pi 2. Methods of image processing for this
system where chosen out of the limited processing power of the onboard computer.

The operating system Debian Linux was installed on the minicomputer. The open
source image processing libraries were used: a library for solving typical robotic
tasks ROS Groovy Galapagos and a library for working with point clouds PCL.

Methods of Point Clouds Pre-processing

Processing of images received from structured light cameras when solving navi-
gation tasks are usually divided into three phases: detection of the image, mapping
the terrain and route planning of the robot motion in the environment with
obstacles.

Given that the on-board system has limited computational resources, it requires
prior conversion of the raw data from the sensor cameras to reduce the complexity
of their processing in the future. In this paper, three types of conversions of the
source data are used: a decrease in density, clipping points and their projection onto
a plane.

To illustrate the successive stages of transformation of the image the scene
shown in Fig. 1 is used.

The decrease in the density. The original point cloud is very dense, which
increases data processing time. To reduce the detail of the point cloud, a
three-dimensional voxel grid is constructed. Each group of points within one cell is
approximated as the centroid of that group. This method is slightly slower than the
approximation of the center of the cell, but allows us to reduce the distortion [2]. As
can be seen from the example (Fig. 2), information about the shape of the obstacles
is not lost.
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Clipping points. Some of the points in the cloud are discarded because they do not
contain information about potential obstacles. These include points that lie above or
below a predetermined elevation, and points lying on a particular distance, for after
this value (4 meters or more) measurement error increases, and perhaps the
appearance of the “ghost” of obstacles that actually may lie much further. An
example of the filter work is shown in Fig. 3.

Projection on the plane. The projection of a cloud on the plane of motion of the
robot means a transition to a two-dimensional image that allows one to dramatically
reduce the computational complexity of the methods used.

Fig. 1 The camera image (a) and its corresponding point cloud (b)

Fig. 2 Point cloud before (a) and after (b) applying a filter of the density decrease
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An Algorithm for Constructing Maps of the Environment

The proposed algorithm of map constructing consists of several stages:

– clustering of points;
– constructing the minimal convex hulls;
– space representation in a form suitable for navigation.

Features of algorithms appear on separate stages.

Points clustering algorithms. Clustering of points in a cloud is necessary to
highlight certain obstacles. In developing the algorithm, three possible methods of
clustering were considered: APC method (Affinity Propagation Clusters), k-means,
DBSCAN algorithm.

K-means method. The method is based on minimizing the mean square deviation
of the cluster points from their centers of mass by the formula [3]

V ¼
Xk

i¼1

X

xj2Si
ðxj � liÞ2

where
k number of clusters;
Si clusters obtained;
μi is the center of mass vectors.

At the initial stage the centers of mass are given arbitrarily. At each iteration the
centers of mass are calculated afresh for the clusters and all the points are collected

Fig. 3 Clipping points, the source cloud (a) and the cloud after the filter (b)
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on the obtained centers. The process runs until after the iteration shows no change
in the centers of mass.

The chosen method has one drawback essential for this task—the number of
clusters must be known in advance, otherwise the results will be heavily distorted.

The APC method is based on the “transmission of messages” between points for
which a certain function is given s(i, j), which determines how close the nodes
xi и xj are.

For the dataset two matrices are constructed:

• the “responsibility”matrix Rwhose values r(i, k) show to what extent the node xk
is suitable to be a cluster center for xi in comparison with other candidates for xi

• the “accessibility” matrix A, whose values a(i, k) show to what extent it is
possible for a node xi to take xk as the center of the cluster, taking into account
the preferences of other nodes for xk.

Unlike k-means, the number of clusters may be unknown in advance, but the
method has another disadvantage: when composing two matrices of size N × N,
where N is the number of points, it requires a huge size of memory for large data
sets. In conditions of limited computational resources of an on-board system and
point clouds containing thousands of points, this method is not applicable.

The DBSCAN algorithm allocates clusters based on reachability by dense
regions [4]. Point p is directly reachable from a point q if the point p is located not
further than a certain distance ε from the point q and the point q is surrounded by a
sufficient number of points Nmin.

The points p and q are considered to be reachable if there exists a sequence of
points p1, p2, …, pn, where p1 = p, pn = q, and any points pi and pi+1 are directly
reachable from each other.

Since reachability is not symmetric, we introduce the concept of dense con-
nectivity. The points p and q are connected if there is such a point ѳ, reachable both
from p and from q. Thus, a cluster is a set of points densely connected with each
other.

The calculations performed for the clustering of points in the handling of images
that differ in complexity of the scene show the advantages of a DBSCAN algorithm
on the following criteria: the number of clusters may be unknown in advance, the
requirements for computing resources are low, and the density condition allows the
algorithm to work effectively in noisy data sets, which is especially important when
processing data from structured light cameras.

Construction of geometric models. Obstacles can be represented geometrically in
the form of polygons—minimal convex hulls around clusters of points. For their
construction several algorithms are applied.

Discrete partitioning of space. One approach is to divide the whole space into
subspaces that are grouped into passable and impassable areas. A busy net is a
simple discrete space fragmentation—the division into cells which are considered
passable or not. Although this gives a very simple data structure, this method has
several drawbacks. This group includes construction of trapezoidal map. Maps of
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this type are less redundant than the busy net due to the fact that the splitting points
are not distributed uniformly throughout the space, but are concentrated in the area
of obstacles and other important objects. The routes based on such partitioning are
not optimal, as they often depend on the chosen space restrictions of the map.

The Graham Scan. The algorithm is to bypass the stack of points, sorted in
increasing of polar angle clockwise relative to the point with the minimum ordinate
(and minimum abscissa, if there are several such points) [5].

At each step the condition is checked that, when moving between points, the left
turn is not performed. The condition of left turn between the three points a, b, c will
look as follows: uxvy − uyvx > 0, where u = {bx − ax, by − ay}, u = {cx − ax, cy − ay}.
If a turn is performed, then the point is discarded and a step is repeated.

After a full bypass of the stack, only the points that remain constitute the
minimum convex hull for a given set of points.

The visibility graph construction. The vertices of this graph are the vertices of
the polygons, the edges are the sides of the polygons, and the lines connecting the
polygon vertices to other vertices are visible from them.

We can construct a Lee algorithm, which allows us to build a graph in O(n2 log
n), where n is the number of points. In this algorithm the sweeping straight line is
used. The straight line comprises segments that cross the sweeping ray, which are
sorted by the ascending of distance from the beginning of that ray. Event points are
the endpoints of the segments.

The path on this graph is the shortest possible, but because of the characteristics
of the structured light cameras (the minimum allowed distance of the camera, when
due to technical features the sensor can’t build a cloud of points at a distance less
than 50 cm), one must modify the path, adding security zones near the vertices, to
avoid collisions of the robot with obstacles.

The Voronoi Diagram. The space fragmentation on the basis of a set of points on
a number of areas is equal to the number of points in such a way that, in each area,
any point in space will be located closer to the point from the set corresponding to
that area than to any other [5].

To construct the Voronoi, partitioning of an algorithm of Fortune is used, which
allows us to solve the problem in O(n log n). The method used is to sweep a line to
bypass points, then at each iteration the Voronoi diagram is built only for the points
before the straight line and on the straight line itself.

The path built on such a partitioning is as safe as possible on collisions, as it is
always at a maximum distance from obstacles.

To perform this phase of transformation, a visibility graph was chosen. The
method of constructing the graph may be less demanding on resources than discrete
partitioning and, compared to Voronoi diagrams, the visibility graph represents
geometric structures that simplify the creation of a route of the robot movement.
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The Planning of the Robot Movement Route

The route of the robot movement can be accomplished by using several known
algorithms. In particular, in robotics often algorithm A* is used [6]. Algorithm A*
is a modification of the Dijkstra algorithm and based on the bypass of all points of
the graph, the order of which is determined by the function f(x). The function f(x) is
the sum of two components: g(x), representing the cost to reach this node from the
primary, and h(x), which is the heuristic estimate of distance from a given node to
the final.

The bypass goes through the following algorithm:

1. All points around the initial are recorded in a public list.
2. From the open list the point with the least value of f(x) is selected.
3. If this end-point—algorithm ends, the path was found.
4. The previous point is stored in a closed list.
5. All the neighbors of the new point are inserted into the open list.
6. If the open list is empty, the algorithm ends and there is no solution.
7. Algorithm A* is used because of its simplicity and its feature of always finding a

solution if it exists. In this work we selected this approach to construct the path
of robot motion.

The Architecture of the Software System

For implementation of the considered image processing stages and the tasks of
navigation, an architecture of the software part of the system of technical vision was
developed. The solution of these tasks is executed with the help of open source
libraries ROS and PCL.

A library for working with point clouds PCL (Point Cloud Library) contains
objects and functions for working with point clouds in arbitrary formats. The library
includes a lot of modules to solve typical tasks of computer vision. In the present
work, in particular, we used modules of filtering and visualization of point clouds.

The system architecture is shown in Fig. 4. Software should perform the fol-
lowing functions: to receive from the structured light camera a three-dimensional
point cloud; to convert the source data through the algorithms of pre-processing of
the point clouds; to build a map of the environment based on a cloud with the
method DBSCAN; to convert your workspace according to a visibility graph; to
build a route to a given point on an obtained map with the algorithm A*.

The software contains modules that implement all of these functions (Fig. 4).
The control module performs the basic management functions of the other modules
and implements the following operations:
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– creating ROS threads for use in other modules of the program;
– receiving filters parameters from the command line or configuration file and

transferring them to the processing module;
– obtaining the parameters of the map from the command line or configuration file

and passing them on to the module of map processing;
– obtaining the coordinates of the current target point and transferring them to the

navigation module.

To evaluate the performance of an algorithm on the constructed map of a given
environment, arbitrary points on the cloud were set and, if the endpoint was
reachable, we measured the time of the search algorithm to route those points
obtained in the previous stages’ maps. The routes to arbitrary points were suc-
cessfully found on constructed maps.

On maps with lots of obstacles, the algorithm runs significantly slower due to the
increased time required to build a visibility graph. According to the experimental
data when the number of obstacles is more than ten, the time to decide, depending
on the complexity and number of obstacles, took tens of seconds.

Data retrieve model

Processing module

Control module Map construction 
module

Navigation module

ROS message with 
cloud  

Source cloud

Source cloud

Parameters

Parameters
Parameters

Processed cloud

Processed cloud

Parameters

Environment map

Environment map

Parameters

Fig. 4 Architecture of the software part of the system
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Conclusion

The paper proposes a set of methods and algorithms that can significantly reduce
the dimensionality of the problem of navigation for small mobile robots, thereby
reducing demands on computing resources of an onboard control system. For
experimental verification of the developed navigation algorithm, a prototype of a
mobile robot on a wheeled platform with an established system of technical vision
based on sensor controller ASUS Xtion PRO Live and microcomputer Raspberry Pi
2 was created. The connection of an operator to the remote computer is done
through a Wi-Fi channel. Experiments have shown that the processing power of the
microcomputer is sufficient for solving the problem of navigation using the pro-
posed algorithm only in relatively simple scenes surrounding the working space.

The large time costs occur in the stage of decreasing of point clouds’ density in
the algorithm of preprocessing of the source data and construction of the visibility
graph, therefore, in difficult environmental conditions, calculations on the visibility
graph must be executed on the remote computer in a supervisory control mode.
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Structural and Phase Transformation
in Material of Steam Turbines Blades
After High-Speed Mechanical Effect

Margarita A. Skotnikova, Nikolay A. Krylov, Evgeniy K. Ivanov
and Galina V. Tsvetkova

Abstract By methods of optical and electronic microscopy, tests for microhard-
ness investigate substructure changes and the mechanisms of destruction occurring
in materials of blanks. These are samples from titanium alloys PT-3V, OT-volumes
by the size 100–400 μm, under which boundaries the unloading wave, connecting
rotational (rotary) modes, locates adiabatic shears.

Keywords Steam turbines � Titanium alloy � Structural and phase transformation �
Electron microscopy

Introduction

High-speed deformation is a modern high-efficiency way of treating metal mate-
rials. In various fields of the industry, the energy released by explosions and other
methods of creating shock waves enabling manipulation of many ductile metals,
including successful press forming and cutting treatments of materials. However,
today in the field of mechanical engineering their remain a series of problems found
in high-speed interaction of solid bodies, for example “erosion” of steam blades
resulting in an effect of blows by pair drops, the intensive wear of the cutting edge
of an instrument under an increase of speed and cutting treatments over a certain
level. It is possible to believe that it occurs because of localization of plastic
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deformations in blank metal in a zone of contact with the instrument. In practice, it
is most difficult to treat titanium alloys, especially, the two-phase structure of the
martensite class, that is caused by their low heat conduction. We also consider high
contact temperatures and a high propensity for structural and phase transformations
at deformation.

Experiment

By methods of an optical metallography, transmission and scanning electronic
microscopy, tests for microhardness have investited substructural changes of
samples occurring in materials from titanium alloys PT-3V, OT4, VT6, VT-23,
tested at speeds of deformation 105–106 s−1. Tests have been executed with use of
plane blanks—samples processed by a shock wave with the help of a pneumatic
gun, explosion and a cutting tool.

Cutting Treatment of Titanium Alloys

The treatment of titanium alloys PT-3V and VT-23 was carried out by a hard-alloy
cutter T15К6 without lubrication with a feed speed S = 0.26 mm/revolutions and
cutting depth t = 3 mm, in a range of cutting speeds 2–120 m/min. The geometrical
parameters of a cutter made corners: φ = 45°; φ1 = 15°; α = 6°; γ = 12°.

Morphology of Chip

As it is visible from Fig. 1a, at increase of speed of a cutting treatment blank from
titanium alloy VT-23, the linear wear of the tool was much higher, in comparison
with treatment of steel HVG or aluminum alloy AMz. Thus chip local (adiabatic)
shear was formed with traces of localization of plastic deformation (εlocal), Fig. 1b.
The period of localization (width of chip segments) is on the average 300–400 μm.

Structure of Chip Metal

The structure of blank from titanium alloy VT-23 in an initial state representing
colonies of parallel plates of α-phase and disjointed interlayers of β-phase, Fig. 2a.
At cutting treatment, beginning already from speed 2 m/min, the inhomogeneous
plastic deformation, its strong localization in narrow iteration with a period of 300–
400 μm volumes of metal on the mechanism of formation of a superfine structure,
Fig. 2b, was observed.

160 M.A. Skotnikova et al.



www.manaraa.com

We have shown some results of using a scanning electronic microscopy. Free
surfaces of chips from alloys PT-3V (Fig. 2c) and VT-23 (Fig. 2d) were formed on
a rotational mechanism with attributes of destruction in local adiabatic shear
conditions.

Estimate of Chip Microhardness

Microhardness testings were made in chip metal from alloy VT-23 along a direction
of movement of a cutter with speed 120 m/min and an interval of 20 μm at loading
of 20 g. Results of microhardness testing of chips had wavy character and is
especially close to their free edge, Fig. 3. The maximal values of microhardness had
on places of an articulation of segments of chips, in which with the help of
transmission electronic microscopy the localization of plastic deformation on the
mechanism of formation of narrow zones has been earlier found out by a superfine
structure. Here absolute values of microhardness for alloys VT-23 reached
4381 MPa at average hardness of chips and metal in an initial condition, especially
to 3761 and 3903 MPa.

It is necessary to note that the specified changes of structure, Fig. 2b and
modulation of microhardness, Fig. 3, near to the free edge of a chip, were more
essential than in a cutter zone that allowed it to have more intensive relaxation
processes.

Thus, the cutter at the movement along treated blank material forms a wave of
compression which modulatesa material structure, dissecting it on mezo-volumes
by the size 300–400 μm. Having reflected from a surface of blank material, the
unloading wave of the plastic deformation that provides a connection of rotational
(rotary) modes of plastic deformation and locating adiabatic shears along the

Fig. 1 Wear of tool with increase of speed cutting treatment of alloys VT-23 (1), HVG (2), AMz (3),
(a). The scheme of «adiabatic shift» chip formation (strong localization of plastic deformation) (b)
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boundaries of educated mezo-volumes is formed. Dissipative modulation of
structure and microhardness in titanium alloys could be the reason of decrease of
tool wetarproofness.

Shock Stressing of Titanium Alloys

The treatment by a shock wave was carried out in a material of plane blanks—
samples from two-phase (α + β) titanium alloys OT4, VT6 and VT-23, tested by
anvil block, or blast wave [1–4]. Thus blanks have been finished with full
destruction of two free surfaces or cavities.

0,5 µm 

(a)

1 µm

(b)

25 µm

(c)

25 µm

(d)

Fig. 2 Structure of chip from alloy VT-23 before (a and c) and after (b and d) cutting treatment
with speed 120 m/min
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Morphology of Destruction of Blanks Material After Shock Stressing

On Fig. 4 we submit a photo and the scheme of destruction of a blank with a sample
of alloy VT6, by a treated shock wave with speed 568 m/s. It can be seen that in the
formed turnpike the crack was parallel to a free surface of a target and had the step
form. It is possible to allocate three stages (3 zones) of destructions.

Zone 1—“epicenter” of shock wave in diameter no more than 15 mm, in which
characteristic viscous “tunnels” focused along a direction of impact were formed. A
zone 2—ring-shaped “periphery” of a shock wave. Probably, in this zone was
transversal spreading of a wave of compression to loss of speed and energy. A zone
3—“final destruction”.

Fig. 3 Distribution of microhardness in chip metal from alloy VT-23 along a direction of
movement of a cutter with speed 120 m/min

Fig. 4 Photo of share section “destroyed” and “basic” of parts of the blank. The scheme of
destruction of plane metal blank at shock stressing with a speed 568 m/s. Sizes are specified in mm
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There were cases in surfaces of breaks having at a macro-level antisymmetric
character, at micro-level that did not coincide. This required disposal of material,
which is especial in a zone 2, Fig. 4. After termination of testing, the surface
“destroyed” parts appeared straightened, (the internal stresses were removed), and
the “basic” part of the blank retained a strong camber.

On Fig. 5a–f electron microscope photos of breaks and cross-section “destroyed”
and “basic” of parts of the blank in zones 1 and 2 are submitted. It can be seen that

1000 µm 

(a)

25 µm

(b)

10 µm 

(c)

50 µm 

(d)

0,5 µm 

(e)

50 µm 

(f)

Fig. 5 Microstructures in cross-section and fracture surfaces “basic” (a) and “destroyed” (b–
f) parts of a target in a zone 1 (b–d) and in a zone 2 (e–f), up to (a, d, f) and after (b, c, e) the
etchings
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in a break of the destroyed blank on mezo-level were formed components of a
breaking-off round form by the size 100–200 μm (Fig. 5a, d) and 300–400 μm
(Fig. 5f), accordingly, in a zone 1 and in a zone 2. Such mezo-volumes have been
internally broken on more shallow micro component, too round forms 10–40 μm
(Fig. 5c, e). Such viscous sites of metal of the destroyed blank could be generated as
a result of the rotational mechanism of plastic deformation along narrow micro
channels, which direction coincided with a direction of operation of the maximal
stress. Along the boundaries of such channels the superfine, structural single-phase
condition was formed (in an initial condition of a two-phase alloy), as etching of
fracture surface in such sites, presence of the second β-phase component has not
revealed, (Fig. 5b).

It is possible to believe of blank material that, breaking it on mezo-volumes by
the size 100–400 μm, (Fig. 5d, f) under which boundaries the unloading wave,
connecting rotational (rotary) modes, makes located adiabatic shears (Fig. 5b) and
destruction.

Estimation of Microhardness of Blank Metal After Shock Stressing

On Fig. 6 results of microhardness testing with an interval of 20 μm are submitted
at loading of 20 g, in blank metal from alloy VT6 after treatment by a shock wave
with speed 568 m/s. Measurements have been executed starting from an edge of a
“basic” blank part on a trace of movement of wave in the central and peripheral
field on a distance of 4 mm from the center, in both cases at level of zone 1.
Absolute values of microhardness in the center and on periphery were reached on
the average 4413 and 3996 MPa, accordingly, at average hardness of sample metal
in an initial condition 2416 MPa.

Apparently from Fig. 6, results of measurement of microhardness after shock
stressing had a wavy character with the size of a half wave 100–200 μm. In
comparison with central, the peripheral wave on distance of 4 mm from the center
was in an antiphase and thus, they were self-consistent in mezo-volume 100–
200 μm (zone 1).

Similar comparative results have been received and at level of zone 2. Peripheral
wave on distance of 11 mm from the center, was self-consistent with central less
often, but the size of such volumes increased up to 300–600 μm.

Structure of Blank Metal After Shock Stressing

Structure of blanks metal from alloys OT4, VT6 and VT-23, tested anvil block and a
blast wave investigated with the help of transmission electronic microscopy, Fig. 7.
Results have shown that, with an increase of speed of a shock wave, localization of
plastic deformation took place, to which decomposition of enriched solid solutions
always preceded. In all investigated materials in boundary layers generated
mezo-volumes, interlayers of β-solid solution under operation of shock wave, were
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exposed to fractional or decomposition (dissolution) resulting in β → α-transfor-
mation. In such places the structure from fine grains of different orientation which had
a heightened microhardness was formed and yielded in condition of microdiffraction
“ring” electronogrames, Fig. 7a, an origin of micro-cracks here was observed.

As it has been shown in earlier works [5–8], with increase of coefficients of β-
stabilization of titanium alloys, decomposition of layers of β-solid solutions, with a
composition appropriate to them, there develops in temperature-time intervals
corresponding to them, that at lower temperatures and for longer time, then they are
more enriched with the same β-stabilizing alloying elements. Therefore with
increase of speed and reduction time of shock stressing, the β-interlayer of more
alloyed alloys VT-23 and VT6 appeared to be steadier against decomposition in

Fig. 6 Distribution of microhardness in blank metal from alloy VT6 along a direction of
movement of shock wave in a zone 1 with speed 568 m/s

0,5 µm 

(a)

0,5 µm 

(b)

Fig. 7 Electron microscope structures after treatment by blast wave of blank metal from alloy
OT4 (a) and VT-23 (b)
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comparison with alloys PT3V and OT4. As can be seen from Fig. 7, at identical
stressing by blast wave in blank from alloy OT4 (Fig. 7a) the localization of plastic
deformation was observed, while in alloy VT-23 the decomposition of β-interlayer
(Fig. 7b) took place only, previous to it.

Conclusion

It is possible to believe that, at high-speed machining, the compressing shock wave
modulates material structure, breaking it on mezo-volumes by the size 100–400 μm.
Inside formed mezo-volumes, the phases of waves are opposite in sign, that results
in a relative relaxation in them of stresses.

As a result of self-organizing of a system, the unloading wave of plastic
deformation and destruction, depending on relaxation ability of material (structural
and concentration [3, 5, 8], energies of defect of packing, ability of transformation
of mechanical energy in thermal, realization of phase transformations) is formed.

At micro-level the wave of plastic deformation forming, making multiple copies
and self-organizing defects of crystal structure, calls a strain hardening
micro-volumes of blank metal. For saving stability of deformable material, the
speed of strain hardening should predominate the above speed of dynamic structural
and concentration relaxation. At falloff of material ability to strain hardening on a
micro-level, in plastic deformation metal volumes on mezo-level are involved.

At increase of speed machining of blanks from titanium alloys, having a low
heat conduction, the speed of strain hardening at the expense of transmitting modes
of plastic deformation on micro-level quickly decreases (is braked) and it appears
commensurable with speed of relaxation weakening. A surplus of thermal energy
results in its redistribution (localization) and to development of plastic deformation
in which volumes of metal on mezo-level are involved. Thus the rotational modes
of plastic deformation, its resulting in localization and destruction are connected. In
titanium alloys of martensite class in which, as is known, plastic deformation
accelerates decomposition enriched β-solid solution with formation α″-phases [4].
Its subsequent ageing at temperatures 450–500 °C results in phase α″ → α′ + (β)—
transformation and in significant hardening alloys VT6 and VT-23 [9, 10].
Connection of new modes of plastic deformation on the mechanism of phase
transformations, considerably complicates achievement of exhaustion of the plas-
ticity necessary for destruction of material at shock stressing.
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Stress Corrosion Cracking
and Electrochemical Potential
of Titanium Alloys

Vladimir A. Zhukov

Abstract This paper considers the relationship of electrochemical parameters and
corrosion resistance stress cracking (SCC—Stress corrosion cracking) of titanium
alloys in artificial seawater. It is established that there is a correlation between the
decrease of the resistance SCC low-cycle fracture and the change of the potential of
oxygen evolution.

Keywords Titanium alloy � Stress corrosion cracking � Potential of oxygen
evolution � Low-cycle fatigue strength � Thermo-EMF temperature coefficient

Introduction

Despite the relatively high cost of materials and manufacturing technology designs,
the field of application of titanium alloys in various branches of engineering con-
tinues to expand [1]. Research and development actively are conducting with the
aim of using these alloys as the material of pipelines in offshore oil and gas [2], and
structural elements of the loaded parts of offshore platforms.

One of the most significant barriers to the use of medium- and high-strength alloys
based on titanium is a sharp decrease of resistance of stress corrosion fracture in
aqueous solutions of chlorides in the presence of an acute stress concentrator or
cracks, first identified in large-scale tests to determine the critical stress intensity
factor [3]. SCC is found in various industries: aerospace machinery, nuclear reactors,
engineering services and pipelines [4]. The influence of various factors of stress
corrosion cracking under tension is usually estimated by the change of KISCC on
testing flat specimens with a fatigue crack. The specimen thicknessW must conform
to the requirementW � 2:5K2

I =r
2
Y [5]. The specimens with fatigue crack were tested
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also with active stretching by low-speed movement of the grips of the testing
machine, for example from 0.02 to 0.005 mm/min [6]. The tests under low-cycle
loading are sparse. The greatest effect SCC of titanium alloys is observed at loading
frequencies of the order of cycles per minute and that effect decreases at lower
frequencies or increases at the duration of the test [7].

Despite considerable interest in the problem of SCC, the concern of estimating
the sensitivity of the material of the workpieces and welding elements of structure
manufactured of titanium alloys by the action of corrosive environment is still
relevant. This is because even the laboratory test by X-ray structure analysis does
not detect areas of structural precipitation in titanium alloys [8] which tend after
aging for SCC in aqueous solutions of chlorides. The most sensitive methods of
evaluation of structural transformations in the process of aging alloys are methods
of electrical resistivity and methods of temperature coefficient εt of thermo-EMF.
However, these methods are practically useless if there is a neccessity to appreciate
the structural state upon completion of the technological process or during working
of the equipment.

It is natural to include the parameters of the electrochemical interaction of a
metal with the solution in a group of values thereby which the investigator may be
judge the resistance of titanium alloys by “rapid” stress corrosion fracture. This
paper presents the results of conformity of electrochemical potential of titanium
alloys in aqueous solution and the effect of SCC.

Experimental Results

Figure 1a presents the dependences of the relation between long-time strength by
static bending of β-alloy Ti-10 V-11Cr-3Al (B-120VCA) flat specimens with a
fatigue crack or a sharp notch and the breaking strength Ff of similar specimens by
short-term static bending in the air. Figure 1b shows the dependences of the relation
between the low-cycle fatigue strength of cylindrical specimens with sharp notch by
the asymmetry factor R ≈ 0 and the breaking strength Ff of similar specimens by the
short-term static tension on the air. The effect of the negative influence of 3.5 %
aqueous NaCl solution by the low-cycle fatigue of cylindrical specimens with the
sharp notch were found more acute than by the long-time strength of the bending
specimens with a crack. Based on these and similar data of other titanium alloys, the
authors of the article [9] proposed to conduct tests by the low-cycle fatigue in a
corrosive environment of the small size cylindrical specimens with the sharp notch.
It is possible to significantly reduce the cost of testing compared to testing the
specimens with a crack.

Resistance to low-cycle fracture of the specimens with a sharp notch is evaluated
through the estimated plastic deformation value of the submicroscopic volume,
located with the crack tip at a distance equal to the low-cycle fracture pitch in the
past (before the failure of this volume) cycle of deformation ef r [10]:
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ef r ¼ K

E
ffiffiffiffiffiffiffiffi
6pm

p ;

where K is the magnitude of the stress-intensity factor at the asymmetry factor R ≈ 0
by the low-cycle fatigue; E—the Young’s modulus of the material; ν—the step of
crack at that K.

In accordance with the conditions similarity, test materials with various values of
tension yield rty were realized under the condition K=rty ¼ idem, or r1=2y ¼ idem,
where ry is the radius of the plastic zone at the crack tip in Irwin G.R. at a given
value of the stress-intensity factor. The number of samples in a series was in a range
of 4–10. The potentials of oxygen evolution VO and hydrogen evolution VH were
determined by polarograph at automatic voltage changes from −0.9 to +0.9 V; the
surface of the specimens were damaged by a glass scraper in the solution under
voltage −0.9 V.

The relationship between the electrochemical properties of titanium alloys and
critical local deformation ef r in solution at r1=2y ¼ 0:055mm is presented in Fig. 2.
All alloys were exposed to plastic working within β-region and aging at 773 K. The
dotted line in Fig. 2 corresponds to the lower boundary ef r ¼ 0:09 of confidence
interval at p = 0.05 for alloy ПT3B tested in air.

In the state after hot working pressure with air cooling commercially pure tita-
nium and alloy ПT3B from 4.5 % Al, and as well as α + β-alloys containing 6 % Al
after the quenching from β, the region is practically not sensitive to the action of a
corrosive environment. Following after the quenching, the aging of alloys with high
aluminum content leads to a significant decrease of the resistance of corrosion-
mechanical failure.

It can be noted that for the same materials such as alloys BT6 (8−11) and BT20
(12−14) a match occurs between the value ef r and value potential of oxygen
evolution. For α- and α + β-alloys, the value ef r which is in the area of greater than
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Fig. 1 The effect of 3.5 % aqueous NaCl solution on the long-time strength by static bending
(a) and on the low-cycle fatigue strength (b) alloy Ti-10 V-11Cr-3Al (B-120VCA): ○ ∇—tests on
the air; ● ▼—tests in the solution; ○ ●—specimens with the sharp notch; ∇ ▼—specimens with
the fatigue crack
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0.09, the potential of oxygen evolution is not less than 0.65, and the ratio of
potentials of oxygen and hydrogen is not less than 1.1. The potential of oxygen
evolution less than 0.4 V shows about significant decrease of the corrosion-
mechanical failure resistance of α + β-alloys.

This correspondence between the potential of oxygen evolution and prone to the
corrosion-mechanical failure allows conclusion about the significant influence of
structural state on the capability of titanium alloys to the restoration of the pro-
tective barrier layer destroyed during deformation.

Figure 3 shows the change of electrochemical potential of alloy BT-1 and alloy
BT6 in 3.5 % aqueous NaCl solution. The measurements were carried out on the
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Fig. 2 The dependence ef r of the titanium alloys in aqueous solution NaCl: ○—BT-1;
∅—ПT3B; ●—BT6; —B-120 VCA; ⊗—BT6; +—BT20; 1, 2, 5, 6, 7, 8—air cooling;
4—cooling with the furnace; 3, 9, 12—quenching, 10—air cooling + ageing; 11, 13,
14—quenching + aging
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specimen which after its destruction by a tensile testing machine remained in the
same container with the solution. The recovery rate of the barrier layer of the alloy
with a lower value of the potential of oxygen evolution is significantly less.

To evaluate the correspondence between the parameters of the electrochemical
interaction in the system “metal–solution” and the tendency of titanium alloys to
corrosion-mechanical failure it was used thermo-EMF (thermocouple voltage)
temperature coefficient method for the comparison of different structural states
during of the ageing. The results of the study are presented in Fig. 4. The depen-
dence of the thermo-EMF temperature coefficient et of titanium alloy BT20 is
similar the dependence of the specific electrical resistance of aluminum and other
alloys by the duration of aging. The first section of this dependence corresponds to
the formation of local inhomogeneities on the structural imperfections of the crystal
lattice. It is at this stage of aging reveals a sharp decrease in the fracture resistance
of titanium alloys and the potential of oxygen evolution. The reduction potential of
oxygen evolution means that the capability of adsorbing oxygen from the solution
thus forming the barrier layer in the process of deformation is reduced.
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Fig. 4 The dependence of the thermo-EMF temperature coefficient et and the potential of oxygen
evolution VO with duration of aging of alloy BT20
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Conclusion

1. The decrease of the low-cycle fatigue strength of the pseudo-α- and α + β-titanium
alloys in 3.5 % aqueous NaCl solution takes place with a simultaneous significant
reduction in the potential of oxygen evolution.

2. There is increasing of the thermo-EMF temperature coefficient and reducing the
potential of oxygen evolution at the primary stage of aging, causing quick
degradation of the resistance corrosion-mechanical failure of α + β-titanium
alloy.

3. The correspondence between the potential of oxygen evolution and prone to
corrosion-mechanical failure may be used for detection directly on the structure
of such states as pseudo-α- and α + β-titanium alloys which are characterized by
reduced corrosion-mechanical strength in aqueous solutions of chlorides.
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Metal Flow Control at Processes of Cold
Axial Rotary Forging

Leonid B. Aksenov and Sergey N. Kunkin

Abstract Axial rotary forging, as local methods of metal forming, allows
expanding opportunities of technological processes at smaller power equipment.
This paper studies the processes of axial rotary forging for manufacturing of dif-
ferent parts from tube-blanks on machines that are used for forming a conical roll
with angle of inclination 10–25° or two cylindrical rolls, i.e. rolls with tilt 90° to the
axis of the blank. Possibilities of rotary forging are limited due loss of stability of
tube-blanks which happened during forming of wide and thick flanges. However,
there are not too many ways to control metal flow in this process. It is considered
the main factor in determining the direction of flow of metal that produces friction
force on the contact surface of formed metal with forging rolls. Direction of this
force can be changed by the position of forming rolls with respect to the blank. The
technology of axial rotary forging with displaced forming rolls provides a stable
forming process of wide collars and thick flanges.

Keywords Axial rotary forging � Metal flow � Forging roll � Displacement of
rolls � Contact area � Friction force � Outward flanging � Flanges � Collars

Introduction

Large quantities of parts such as flanges and collars are used in a variety of
industries. Production of flange parts is performed with different technologies, but
they do not have a high utilization rate of metal. Many production technologies of
flanges are based on the technology of hot forging with subsequent further pro-
cessing [1]. In this case, the plasticity of the metal is higher and forming occurs with
small technological force. However, the hot deformation processes require
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significant expenditure, particularly on the parts covered with scale which requires
additional machining. Therefore, the application of these processes is not very
effective in industry. A cold axial rotary forging has wider advantages as it does not
require heating and is characterized with high accuracy and good quality of surface
parts. Naturally, in cold forming, the required technological force will be stronger
than during hot forming, and it lowers the plasticity of metal, which makes higher
demands on their analysis [2, 3].

Axial rotary forging technology is intended for manufacture of different
axisymmetric parts from bars or hollow blanks [4–6]. This technology is repre-
sentative of other processes with local deformation of worked metal. While in
contact with forming tools is only part of the metal blank, which reduces the square
of the contact area, maximum of the contact stresses, and, accordingly, the required
forming force. This provides certain advantages to this process in comparison with
other metal forming technologies, for example, hot forging [7].

Machines Used for Cold Axial Rotary Forging

The processes of axial rotary forging on two machines has been studied. One of
them used a conical forming roll with an angle of inclination of 10–15° (Fig. 1a). At
the other machine the process is used to form two cylindrical rolls, i.e. rolls with a
slope of 90° to the axis of the workpiece (Fig. 1b).

The simplest type of rotary forging machine is a machine with a drive for blank
rotation and passive rolls receiving the rotation from the blank due to friction forces
on the contact surface. Machines that work by such action have a number of
advantages:

• the centre of mass of the tool is not rotated about the vertical axis and, therefore,
the deformation process can be greatly intensified by increasing the speed of
rotation of the blank and the blank deformation per revolution;

• reduced demands to the stiffness of the bed and to the mass of foundation;
• reduced noise levels and also risk of damage for machine elements due to the

reduction of low and high frequency vibrations.

Axial motions of forming rolls and blanks along the axis of blank rotation
determine the feed and degree of metal deformation per one revolution of
tube-blank. It is carried out under the action of axial forces in different ways:
motion only of forming rollers, the motion only of formed blank or synchronous
motion of rolls and blank towards each other.

A rotary forging machine consists of two main technological units—upper and
lower. The lower unit contains the spindle with a drive for blank rotation, bearing
units and pusher. The upper unit has a drive for transverse displacement of the roller
relative to the blank axis and a drive for rotation of rolls.
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A drive for forming rolls is necessary when the upper unit of the rolls (including
the spindle and bearing units) has a large mass and inertia. In the case of rotary
forging flanges made of thin-walled tubes (for example, with wall thickness
S = 3 mm and less) at the initial moment of outward contact area between forming
rolls and the blank has a minimum value and friction forces on the contact area are
small. This phenomenon can lead to negative consequences: the process of rotary
forming becomes impossible as the blank loses its stability and is crumpled by the
forging roll due to lack of friction forces for implementation of outward flanging at
the early stages of process (Fig. 2).

Control of Metal Flow

Possibilities to keep metal flow at rotary forging under control are very limited.
Different types of applicable tools (cross-rollers, forming rollers with shoulders,
mandrels) can limit the metal flow in certain directions, and after the forming of
some area of the part to redirect the metal in the place, where the forming of a part is

Fig. 1 Schemas of machines for cold axial rotary forging: a with conical roll (1 ram, 2 upper unit,
3 drive for blank rotation, 4 press frame; 5 drive for forming roll, 6 drive to change angle of
inclination of conical roll, 7 cross roller, 8 pusher); b with two cylindrical rolls (1 ram, 2 upper
unit, 3 drive for blank rotation, 4 press frame; 5 cross roller, 6 upper unit, 7 pusher)
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not yet ended [5–8]. Such technology requires considerable force, as most volume
of the metal in the final stage of forming of parts is like a rigid body with a strain
state close to three-dimensional compression.

It is more effective to change the metal flow direction by changing the direction
of the frictional forces, which acts on the contact area between forming rolls and
formed metal [9, 10]. The possibility was determined that changing the direction of
the friction forces with displacement of cylindrical rollers would result in a rela-
tively traditional layout. So to receive the outer flanges, the metal flow on the outer
face of the blank is required. For the direction of friction forces in the required
direction at rotary outward, flanging cylindrical rollers should be placed with some
displacement δ relative to the transverse axis of the tube-blank (Fig. 3).

Magnitude and direction of friction forces on the contact area at the rotary
forging of axisymmetric parts with cylindrical rolls are determined by the sliding
speed of the roll’s points relative to the surface of the blank. Along with slipping of
deformed metal, relative forming rolls cause kinematic characteristics of an outward
rotary process, with metal slips also on the contact area in the tangential and radial
directions due to motion of formed metal. As a result at the contact area, compo-
nents of the velocity are imposed on each other and, depending on its sign, will be
added or subtracted.

The offset of the rolls leads to an increase in velocity component of movement of
the metal is directed from the centre of the workpiece. This phenomenon is difficult
to explore on the basis of the simulation process, as the film speeds in this case
shows the complete velocity vector, in which the main component is caused by the
rotation of the workpiece [10].

Similarly, for operation of the outward-flanging from tube-blank with conical
roll, it is recommended to set the top of the conical roll, not on the axis of symmetry
of the workpiece, and with an offset of δ = (0.1 − 0.3)R (Fig. 4).

It should be noted that the tangential kinematical slip is a few times greater than
the slip caused by a deformation of blank in the tangential direction. Thus, there are

Fig. 2 Instability of tube-blank at axial rotary forging
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two zones with different conditions of friction on the contact area at cold axial
rotary outward flanging with cylindrical rollers:

1. Ahead zone, located on the flange on the outside of the diameter of the
engagement. Here the slide of metal in the direction of rotation of a forming roll
due to the fact that a blank moves faster than the rollers on this part of the
contact area.

2. Lag zone, located on the inner side of the diameter of engagement. In this zone a
metal slide along a contact area is determined by the lag of the blank from the
forming rolls.

The ability to control the forces of friction on the contact surface expends the
technological possibilities of a rotary forging, helps to reduce the value of contact
stresses and has positive influences on the process of metal flow and the forming of
flanges.

Fig. 3 The rotary outward-flanging by cylindrical rolls with displaced axes
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The Main Results

We have described the technology of axial rotary forging with displaced rolls and
rational modes of feed that provides steady processes of outward-flanging. The
flanging process with cylindrical rolls depends on such an important parameter as
the relation of the wall thickness of the tube-blank to its diameter S0/Dy (Fig. 3),
and can be recommended for relations S0/Dy ≤ 0.04. A rational choice of tech-
nological parameters of rotary forging and first of all, the displacement of rolls and
feed allows us to avoid losses of stability of process and sticking of metal on the
rolls. It allows using simple rotary forging machines with passive motion of forming
rolls. Wide flanges formed under the scheme of rotary outward-flanging have
thickness equal to the initial wall thickness of tube-blanks (Fig. 5).

Fig. 5 Rotary forged flanges from tube-blanks with displaced conical roll

Fig. 4 The rotary outward-flanging by conical roll with displaced axe
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Resume

• An effective way to control the flow of metal at processes of axial rotary forging
is to change the direction of the friction forces at the contact surface, achieved
by a particular arrangement of the forging rolls: non-axial position of the
cylindrical rolls and offset conical roll relative to the axis of the workpiece.

• The technology of axial rotary forging with displaced forming rolls provides the
stable forming processes of:

– outward-flanging of collars with width over diameter of the workpiece and
final thickness equals to initial wall thickness of tube-blanks;

– flanges with thickness more than 2.5 wall-thickness of tube-blank.
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Use of the Capabilities
of Acoustic-Emission Technique
for Diagnostics of Separate Heat
Exchanger Elements

Evgeny J. Nefedyev, Victor P. Gomera
and Anatoly D. Smirnov

Abstract Interpretation of AE testing results of large-size vessels and units is
usually a non-trivial task. The higher its complexity, the higher is a more complex
design of the object under testing. In this respect, shell-and-tube heat exchangers
are one of the most complex objects. The paper deals with methodical techniques
for evaluation of AE testing data, which provide increasing the confidence of
testing by combining various location algorithms and evaluation of the results of
their use. The suggested approach implements the possibility of defect detection in
various structural elements—both housing material and tube bundles.

Keywords Acoustic emission � Heat exchanger � Planar and 3D location

Introduction

Acoustic emission is a modern method of nondestructive testing [1–3]. The method
is quickly spreading due to its properties such as high sensitivity, the ability to
record developing (the most hazardous) defects, integrity, and, consequently, high
performance. Nowadays the AE method is well-developed for crack detection in
cases of static failure, cyclic failure and leakage detection [4–7]. The basic tech-
niques for diagnostics of pressure vessel housing parts were elaborated [8–10].

The complexity of interpretation of AE testing results of large-size vessels and
units is in many ways related to the need for separation of the most useful com-
ponent from the large volume of recorded signals—the data related directly to the
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testing area. As a rule, this area is unit housing. At the same time, other structural
elements can actively generate signals. It is particularly typical for units containing
internal devices of large sizes, e.g., shell-and-tube heat exchangers, which in this
respect are one of the most complex objects of testing. During hydraulic testing of
housing, AE signals may come not only from sources (potential defects) in the
housing material, but also from sources located in the elements of the tube bundle,
which occupies virtually the whole inner space of the unit. Such signals are
transmitted via the testing medium (water) to the heat exchanger body and are
recorded by the sensors, mounted on it, as location artifact events.

In this case, AE activity areas, non-existent in reality, can be localized on the
body, which causes non-productive operations during subsequent inspection of the
corresponding body areas by additional NDT methods. They include scaffolding
installation or other works in provision of access to the required section, opening
and restoration of insulation, dressing of the body for preparation for additional
diagnostics, and the diagnostics itself, e.g. by ultrasonic inspection, the result of
which will evidently be negative. Such situations reduce the efficiency of AE testing
and cause certain authority loss of the method.

This issue can be solved by some methodical techniques of data analysis,
allowing for separating of signals from various structural elements. The suggested
techniques are implemented under this work on acoustic-emission systems manu-
factured by Vallen Systeme Company (Germany).

In its turn, solving of the signal separation task makes it possible to use a new
approach to solving of the issue of early detection of defects in tubes and other
bundle elements. This issue is topical for oil refineries. Thus, for instance, the share
of heat exchangers in the structure of vessel equipment of KINEF LLC is 30.7 %,
and the share of their failures is 91.8 % (in 2003–2007). At that, the share of
through damage of tubes among failure causes is 71.7 %. We suggest using the
signals from the unit’s inner space, previously assessed as interference during AE
testing of the body, as useful information about the presence and location of tube
bundle defects.

A method is also suggested for evaluation of AE activity areas with their gra-
dation by degree of potential defect development in order to determine priority in
additional testing.

The obtained results can be used in elaboration of AE testing procedures for
vessels and units containing internal devices.

Methodical Techniques for Analysis of Location Results
of AE Testing

1. The first analysis stage. Separation of location sources by place.

1:1 First, the task of selection of signal propagation speed for each algorithm
(for the shell and for the tube side) is solved. For this the location
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uncertainty index LUCY (Location Uncertainty) is applied, which is used in
Vallen Systeme systems for analysis of location sources. It is determined for
each source and depends on its coordinates, calculated by the location
algorithm, and the preset speed of acoustic signal propagation in the med-
ium. It is the value of standard deviation of distances from the i-th sensor to
the signal source ðSiÞ, and the same distances calculated according to speed
and difference of signal arrival time Dsti (Dsti ¼ Dti � V , Dti—difference of
signal arrival time to the 1-st and the i-th sensor, V—signal propagation
speed in the medium):

LUCY ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N � 1

XN
i¼1

ðDsti � ðSi � S1ÞÞ2
vuut ð1Þ

The value of LUCY for the given AE sources is the smaller, the closer the
speed, introduced to the location algorithm, is to the real speed of signal
propagation from the source to the sensors. In practice, this index can be
also interpreted as the radius of a conventional circumference in the area of
which the defect should be searched during additional testing.
It is suggested in the procedure of optimal speed selection that the minimum
values of LUCY should be attained at the best speed. The optimal (the
average for the object) speed of signal propagation along the shell can be
determined by means of evaluations obtained for the average (for the test)
value of LUCY for a set of speed values. As a rule, the set of these speeds is
generated from the most probable values of propagation of zero modes of
Lamb waves (s0 and a0) in a shell of known thickness with account of
frequency response of the used acoustic emission converters.
Sound speed in the medium inside the heat exchanger can be determined
using its value in water. It is virtually constant in the wide range of tem-
peratures and is 1480–1500 m/s. However, the analysis of the result of
location of AE sources, located in the tube bundle area, showed that location
accuracy increases when calculations use slightly smaller values than the
tabular speed value. A probable cause is the extension of the path, along
which the signal, passing through the tube bundle, moves from the source to
the sensor; the extension is related to deviation of its trajectory from the
straight line. Evaluation of the results of such path change allowed sug-
gesting correction factors for the tabular speed value for the standard layouts
of tubes’ mutual arrangement in the bundle. They were: k45�=90� ¼ 0:792�
0:900 and k30� ¼ 0:827� 0:955. The specific value is set in the calculation
for the 3D location algorithm depending on the actual mutual arrangement
of AE sensors on the housing and tubes in the bundle.

1:2 The array of recorded data is successively processed by means of planar and
3D location algorithms, assuming the arrangement of AE sources on the
housing and inside the unit accordingly.
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Then location confidence is evaluated. For this, information is extracted
from the data array about the time sequence of signals forming the separate
AE events, and on the corresponding distances calculated in the course of
operation of location algorithms. The ratios are calculated:

RðDiÞ ¼ Dstiþ 1

Dsti
; i ¼ 1. . .N;N� 3 ð2Þ

The obtained evaluations allow filtering out the events, for which
ðRðDiÞÞ\1 for the given algorithm, as obviously incorrect for the supposed
area of their localization. The first separation of AE sources can be per-
formed on this basis. The events, for which this criterion is not met for both
algorithms, are removed from subsequent analysis.

1:3 The data, which passed the filter, undergoes at the second stage an evalu-
ation of the degree of correlation between time characteristics (difference of
the times of signal arrival to the sensor) and the corresponding distances.
For all the signals, included in the events localized by AE, root-mean-square
deviations of ratios from the correlation straight line are calculated ðk ¼ 1Þ:

ASD ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

XN
i¼1

Ri � 1ð Þ2
vuut ; i ¼ 1. . .N;N � 3 ð3Þ

where Ri ¼ RðDiÞ
RðtiÞ , RðtiÞ ¼

t1 þDtiþ 1
t1 þDti

, t1 ¼ Dst1
V .

The obtained values of ASD parameter are used in several applications. First
of all, the region of the most probable localization is determined during
comparison of the given characteristic for AE events, for which localization
is possible in both regions of the unit. The flow chart of the program
implementing this application is shown in Fig. 1.
The program input data is the results of processing of AE testing initial data.
Such processing may include different types of filtration and selection by
directly measured characteristics and by expert-generated characteristics.
Eventually, the results of planar (2D) and three-dimensional (3D) location
are generated and used as the program’s input data. In the program the
information for two location types is combined in order to construct a
unified scheme for evaluation of the sources, registered by AE, and their
localization in relation to structural elements.
The second application of ASD parameter is the potential possibility of AE
source separation by nature of origin if the distribution of AE events for this
parameter is characterized by expressed polymodality.
The third application of ASD value, as shown below, is its use as a
parameter at the stage of AE activity area evaluation (Fig. 2).

2. The second analysis stage. Procedure for gradation of AE activity sections by
sizes of potential defects located within their surface/region.
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In practice this evaluation is used for gradation of the revealed AE activity
sections by relative expediency (and priority) of additional testing. For this the
PðRÞ criterion is used, expressed as:

Fig. 1 Flowchart of processing of results 2-D and 3-D location to identify the structural element
containing AE sources

Fig. 2 Set schedules for the calculation of the parameters in the expression for the criterion P Rð Þ:
a PSCl, b PAmp, c PASD, d PCnt, e PGraf
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P Rð Þ ¼ 1� 1� PSClð Þ 1� PAmp
� �

1� PCntð Þ 1� PASDð Þ 1� PGrafð Þ ð4Þ

The values PSCl, PAmp, PCnt, PASD, PGraf are evaluations of each section by the
following parameters: cluster size by number of events, average amplitude of the
first event pulses, average value by Counts parameter (number of oscillations in
the first pulse), average value of events by ASD parameter, position on the
structure accordingly (Fig. 3). Each of these evaluations was formed as an expert
evaluation according to the results of AE testing of more than 600 pressure
vessels and check of the testing results. These evaluations are revised as results
of new tests are processed.
Sections for which the value PðRÞ� 0:85 shall undergo additional check by an
arbitral method of NDT.
Sections for which 0:85�PðRÞ� 0:8 are checked selectively. Additional testing
is not performed for smaller values of PðRÞ.

Examples of Use of the Suggested Methodical Techniques

Example 1. As an example of the use of the suggested methodical techniques, let us
consider the AE testing results of the lower body of the feed heat exchanger of
preliminary hydrotreatment of oil refinery reforming.

Technical characteristics of shell: length—5280 mm; inner diameter—600 mm,
wall thickness—16/25 mm, material—carbon steel 16GS.

Fig. 3 Relation of the average value LUCY and the number of localized events from the velocity
of acoustic signal propagation in the shell
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The result of evaluation for the optimal value of signal propagation speed along
the unit housing is shown in Fig. 4. The graphs of dependence of the average LUCY
value on the speed, used in calculations, are minimum at V ¼ 295 cm/ms for
different levels of data filtration by LUCY value.

Figure 5 on the developed view of a body’s cylindrical surfaces (outer view)
shows the result of the use of ratios of kind (1) for separation of AE sources into

Fig. 4 Isolation false AE sources (indicated by red symbols) among the formal results of the
planar location at shell’s reamer of the cylindrical surface of the heat exchanger (outside view)

Fig. 5 Results of planar location after excluding a core set of false events from common data.
Position for 6 sites (with the letter “T” in the designation) for arbitration inspection is shown
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true and false events. About 33.4 % of false sources on the housing were filtered out
at this stage (453 of 1356). The diagram shows the precise position of welded
joints, supports and connection pipes. This allows using it as a full-scale graphic
filter during analysis of AE activity source position.

Then the data was evaluated according to the ASD parameter. Figure 6 shows the
results of data processing after omission of the main array of artifact events. The
used approach does not obviously reveal all the false events, but it is rather efficient
for practical AE testing, because it allows separating the majority of such sources.
In this example, 15.2 % of the initial number of AE events remained after filtration
on the shell layout.

The red colour and letter “T” (True) shows the position of areas for additional
testing by the ultrasonic method. The areas of blue colour marked with letter “F”
(False) contained false events (in relation to the housing). If the procedure for their
detection were not used, the peculiarities of localization of such sources in relation
to the body structural elements would require an additional testing in all these areas.

Ultrasonic inspection on areas T2, T3, T4, T5 recorded weld defects with per-
missible sizes according to RDI 38.18.016-94. An inadmissible continuity defect in
the weld root at the depth of 14–21 mm was revealed on area T1. The revealed
defect was eliminated, later this heat exchanger was replaced. Control checks were
also performed in areas F2 and F3 (their proximity to the group T areas was used).
However, no defects were found in them, as expected.

Preliminarily the areas of potential additional testing were evaluated by the PðRÞ
criterion. The results are given in Table 1 (area M1 is the base metal section).

Fig. 6 Results of the data processing by program coordinates the use of various location
algorithms at shell’s reamer of the hydro-refining refrigerator. Zone 1 is connected to the
registration AE sources located in the shell; generation of Zone 2 and Zone 3 is connected with the
registration of AE activity in the elements of the tube bundle
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The data of Table 1 shows that the results of additional testing are well in
keeping with the evaluation of AE activity areas by the PðRÞ criterion.

Example 2. AE testing of the housing of gasoline hydrotreater feed cooler.
Technical characteristics. Shell: length—8040 mm; inner diameter—1200 mm, wall
thickness—30 mm, housing material—carbon steel 16GS. Tube bundle: number of
tubes—408 pcs, tube inner diameter—25 mm, thickness—2 mm, material—carbon
steel St20.

This example illustrates the applications of the program for identification of AE
signals generated by various structural elements. The results of its work made it
possible to separate the sources located on the housing and related to internals. Area
1 on the body developed view (Fig. 6) is classified as the area of true AE events in

Table 1 Results of additional testing

Area denotation Sum AE events Average PGraf PðRÞ
Amplitude Counts ASD

T1 6 78.2 246 0.13 0.5 0.94

T2 6 63.2 142 0.08 0.5 0.89

T3 12 61.0 107 0.06 0.5 0.86

T4 9 57.4 69 0.07 0.5 0.85

T5 4 66.2 134 0.10 0.5 0.90

T6 2 67.7 158 0.06 0.5 0.89

M1 17 55.4 61 0.07 0.1 0.38

Fig. 7 Defects found in the area of AE activity corresponding to Zone 1: pitting corrosion inner
surface of the heat exchanger shell
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relation to the body. It corresponds to the location of the area of significant cor-
rosion damage and pit corrosion of the housing on the inside (photo in Fig. 7).

Areas 2 and 3 in relation to the body are areas of location artifact clusterization,
but they are “projections” of the real AE events, generated in the unit internal

Fig. 9 Zone tube bundle corrosion damage (Zone 3)

Fig. 8 Position of zones AE activity in the area of the tube bundle refrigerator associated with
corrosion damage of two groups of closely spaced tubes
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device, onto the body. Figure 8 shows the localization of these events in the bundle
at 3D location.

During AE testing, there were here areas of corrosion damage of several adjacent
tubes, but without formation of a through defect. Later, due to development of
corrosion processes under the impact of operational factors, perforation of several
tubes occurred, the heat exchanger failed and the bundle had to be urgently
replaced. Figure 9 shows the state of tubes at the time of bundle rejection on the
section corresponding to Area 3 in Fig. 8.

Conclusions

The suggested methodical techniques for data analysis, used for AE source sepa-
ration by their location in process units containing internals, and for gradation of
AE activity areas provide the following:

1. Increase confidence of AE testing of heat exchange equipment bodies (reliability
of nondestructive testing is an index related to the probability of error-free
decisions on presence or absence of defects), and, consequently,

2. Reduce the sections of additional testing according to AE results and, accord-
ingly, time and material expenses on the preparation and execution of such
works.

3. Consider the prospects of AE method use for localization and early diagnostics
of tube bundle elements in heat-exchange equipment according to the results of
simultaneous integrated AE testing of units.

The suggested approach to analysis of heat exchange AE testing data can be
applied to other types of process units, also comprising internals (columns with
trays, electric dehydrators etc.). It can be used for creation of AE testing procedures
for such equipment.
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